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Heat Transfer

Heat Transfer
Photogallery

The eighth ‘‘Heat Transfer Photogallery’’ was sponsored by the
K-22 Heat Transfer Visualization Committee for the 2003 Inter-
national Mechanical Engineering Congress and Exhibition~IM-
ECE! held in Washington, D.C., on November 16–21, 2003. Out
of the total 18 submitted entries, the peer-reviewed selection pro-
cess identified the top thirteen entrees for publication in the
ASME Journal of Heat Transfer August issue of 2004. Ballots to
mark for acceptance for publication for each entry were solicited
from those who participated and visited the Photogallery session
at 2003 IMECE.

The purpose of publishing these photographs is to draw atten-
tion to the innovative features of optical diagnostic techniques and
aesthetic qualities of thermal processes. To focus on visualization,
the text is kept to a minimum and further details should be found
directly from the authors. My wish is that the journal readers
enjoy viewing these collections, acquire knowledge of the state-
of-the-art features potentially applicable for their own research,
and also promote their participation in the 2004-IMECE@http://
www.asmeconferences.org/congress04# Photogallery session pre-
sentation~refer to theCall for Photogallery for 2004-IMECE
announced in this volume!.

The present Photogallery boasts its fanfare with ‘‘Natural Heat
Transfer Phenomena,’’ presented by Jack Howell of University of
Texas-Austin, former Editor of Journal of Heat Transfer. The re-
maining twelve entries are organized in three different groups,
based on their technical topics. Brief overviews for individual
entries are summarized:

„A… Two-Phase Flow Phenomena

• Boiling phenomena in narrow rectangular channels@G. R.
Warrier and V. K. Dhir, UCLA#

• Behavior of boiling bubbles of a few millimeter dimensions
@C. Herman et al., Johns Hopkins University#

• Growth of boiling bubbles in a microchannel of 270395 mm
@E. N. Wang et al., Stanford University#

• Wettability of two-phase flow in a 330mm microchannel@S.
Y. Son and J. S. Allen, NASA/NCMR#

• Droplet impact on a heated surface@S. L. Manzello and J. C.
Yang, NIST#

„B… Forced Convection

• Sinusoidal wavy channel flows@S. Vyas et al., University of
Cincinnati#

• Film cooling from angle holes@J. E. Mayhew et al., Rose-
Hulman Institute, UC-Davis, USAF-Academy#

• Steady and unsteady flows through protruding cylinders@J.
W. Baughn et al., UC-Davis, USAF-Academy#

• Flow over a cylinder and a steel gear@R. Wiberg, KTH, and
N. Lior, Univ. of Pennsylvania#

„C… Nano-Scale Transport

• Nanoparticle tracking in micrometer resolution@J. S. Park
et al., Texas A&M University#

• Nanoparticle tracking in nanometer resolution@A. Banerjee
and K. D. Kihm, Texas A&M University#

• Evaporative transport inside a carbon nanotube@A. G. Yazi-
cioglu et al., UIC, Drexel University#

Kenneth D. Kihm
Department of Mechanical, Aerospace

and Biomedical Engineering,
University of Tennessee,

Knoxville, TN 37996-2210
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Institute for Thermodynamics and Thermal
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A New Model for the Effect of
Calcium Sulfate Scale Formation
on Pool Boiling Heat Transfer
Scale deposition on the heat transfer surfaces from water containing dissolved salts
considerably reduces fuel economy and performance of heat transfer equipment. This
problem is more serious during nucleate boiling due to the mechanisms of bubble forma-
tion and detachment. Using a precision pool boiling test apparatus, the effects of heat flux
and calcium sulfate concentration on heat transfer coefficient and formation and growth
of deposits are investigated. The transient change in heat transfer is closely related to
wick boiling, and the associated changes in bubble departure diameter and bubble site
density. A physically sound prediction model was developed for the prediction of heat
transfer coefficients as a function of time during deposition processes. Based on compari-
son with experimental data over a wide range of foulant concentrations and heat fluxes,
the model is considered to be sufficiently accurate for practical application.
@DOI: 10.1115/1.1777579#

Keywords: Boiling, Bubble Growth, Crystal Growth, Fouling, Heat Transfer, Modeling,
Scaling

Introduction

Heat transfer to hard waters is an essential operation in most
concentration, crystallization and evaporation processes. In costal
desalination plants for the production of fresh water, seawater
with high dissolved salt content is evaporated. In these processes,
various salts will precipitate and cause fouling of the heat transfer
surfaces in a certain order depending on operating conditions,
especially temperature and concentration of foulants in the solu-
tion. The solubility of most salts increases with increasing tem-
perature, and as a rule, these salts do not crystallize on heated
surfaces unless their concentrations are extremely high. Fouling of
heat transfer surfaces is caused by those salts whose solubility is
generally limited and in most instances decreases with increasing
temperature. The principal constituents that cause problems in
seawater and most industrial evaporators are calcium sulfate and
calcium carbonate. Theoretically, maintaining a slightly acidic pH
can control the deposition of calcium carbonate. Calcium sulfate,
however, is not significantly affected by pH and tends to precipi-
tate on the heat transfer surfaces once the water becomes super-
saturated. The major limiting economic factor in evaporation pro-
cesses is the degree to which industrial fluids can be concentrated
before calcium sulfate scale occurs. For example, seawater be-
comes saturated with respect to calcium sulfate anhydrite when it
is evaporated at 100°C to two-third of its original volume@1#.
Deposits pose a barrier to heat transfer, which means additional
energy is required to maintain the desired process conditions.
They can typically degrade the performance of heat transfer sur-
faces by as much as 80 percent and can sometimes cause complete
failure @2#. Eventually, operation must be curtailed to remove
these deposits, which results in high heat exchanger cleaning and
downtime costs. One of the major restrictions to economic opera-
tion of industrial boilers is the problem of fouling of the heat
transfer surfaces. Even though the problems associated with scale
formation have been known since the beginning of the industrial
revolution, they have rarely been a cause of much concern as long
as reasonably good water quality control was maintained. More

recently, there has been an intensification of activities to reduce
the energy requirements in response to environmental concerns
and the high prices for energy.

Heat recovery, which is an important aspect of any energy man-
agement, depends on the effective operation of heat exchangers.
Cleaning schedules in processes such as the live steam heater in
the Bayer process for the production of alumina or in phosphoric
acid evaporators in the dihydrate process may be required every
two weeks, which is a major drawback in any energy saving
scheme@3,4#. The fouling problems can even be more serious if,
for example, the evaporators are incorrectly designed or operated.

Fouling is a function of time, starting from zero and proceeding
according to some pseudo-asymptotic or linear relationship. Using
a constant value for the fouling resistance at the design stage,
which is common practice in designing heat exchangers, can thus
predict what will happen to the heat exchanger performance but
not when it will happen@5#. It is, hence, likely that the equipment
will have to be taken out of service for cleaning at an inconvenient
and economically undesirable time. Advanced design procedures
for heat exchangers subject to fouling should allow not only the
forecasting of whether fouling deposits will build-up, but also the
time and the extent to which this will happen@6#.

A review of the existing literature on scale formation during
pool boiling of salt solutions reveals that there have been few
serious attempts to understand the effects of boiling mechanisms
on the formation of scale. The results of experimental and theo-
retical investigations on this subject have been reviewed by Jami-
alahmadi and Mu¨ller-Steinhagen@7# and Bott @8#. Most of this
work has been done at heat fluxes well below 100 kW/m2. Addi-
tional experimental studies are needed at higher heat fluxes. While
the understanding of the mechanisms of scale formation under
pool boiling conditions has improved, sound modeling of boiling
heat transfer in the presence of deposits is not possible yet. One of
the impediments to developing a prediction model for the deposi-
tion process is the complexity of the basic mechanisms of scale
formation and the interaction between deposition and bubble
growth, nucleation site density and detachment phenomena.

The reliable prediction of clean~i.e., initial! heat transfer coef-
ficients of salts with negative solubility is also of major impor-
tance for optimum and economical overall plant design and a
prerequisite for any in-depth study on fouling in these processes.

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
HEAT TRANSFER. Manuscript received by the Heat Transfer Division October 31,
2003; revision received April 30, 2004. Associate Editor: M. K. Jensen.
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Boiling heat transfer coefficients for salt solutions will be different
from those for pure water because of the widely different surface
tension, wetting characteristics and bubble coalescence behavior.
A main objective of the present investigation was, hence, to study
systematically clean heat transfer to calcium sulfate solutions by
measuring heat transfer coefficients over a wide range of heat
fluxes and concentrations. A unified model was developed to pre-
dict the clean pool boiling heat transfer coefficients of salts with
negative solubility.

The fouling mechanisms of calcium sulfate under pool boiling
conditions have then been obtained by measuring heat transfer
coefficient, bubble size, bubble shape, bubble frequency and
nucleation site distribution during the fouling period. After clari-
fication of the mechanisms of fouling and the effects of various
parameters on the fouling process, a predictive model for calcium
sulfate fouling rates under pool boiling conditions has been
developed.

Experimental Equipment and Procedure

Pool Boiling Apparatus. The complete pool boiling appara-
tus used in this investigation is shown in Fig. 1. The boiling rig
consists of a boiling section, a closed loop containing condensing
and preheating sections, heaters with power control units, and
instrumentation to both provide local indication and data acquisi-
tion input. The boiling section is a 40 liter capacity, thick-walled
cylindrical stainless steel vessel, with glass view ports at both
sides. An electric resistance band heater controlled by a variable
a.c. power supply heats the vessel externally. Output from a ther-
mocouple fitted inside the vessel is used to trip the variac unit if
the solution temperature exceeds a set limit. The test heater is
mounted horizontally within the tank and can be observed and
photographed through the observation glasses. Heaters are manu-
factured by Ashland Chemical Company according to an HTRI
design. Four E-type thermocouples are embedded inside the
heater as shown in Fig. 2. Three of the thermocouples are used for
data acquisition and the forth is used as a trip input for the test
heater’s variac power supply, should the internal temperature of
the heater exceed a defined limit. A safety relief valve is fitted at
the top of the flow circuit to relieve the pressure in the event of a
pressure excursion due to failure in cooling or failure of the variac
controllers. The condenser is a co-current two-stage single tube
heat exchanger that can be configured to include one or both con-
densing sections. Cooling is effected by domestic water regulated
by means of a rotameter and a manual flow control valve. Follow-
ing condensation the water is heated just prior to returning to the
boiling tank by an electric resistance pre-heater manually con-
trolled by a variac power supply. Boiling tank, condenser, pre-
heater and pipe-work are heavily insulated to reduce heat losses to
the ambient air. Pipe-work is stainless steel tubing connected by

type 316 stainless steel Swagelok tube fittings. Vacuum is drawn
in the system using a vacuum pump connected to the rig through
a water trap.

Data Acquisition and Data Reduction. An OMEGA
microcomputer-controlled data acquisition system was used to
measure temperatures and pressure continuously at given time in-
tervals. The power supplied to the test heater could be calculated
from the measured current and voltage drop. The average of ten
voltage readings was used to determine the difference between the
wall and bulk temperature for each thermocouple. The average
temperature difference was the arithmetic average for four ther-
mocouple locations. The temperature drop between the location of
the wall thermocouples and the heat transfer surface was deducted
from the measured temperature difference according to

Ts2Tb5~Tth2Tb!2
s

l
q̇ (1)

In this equation, s is the distance between the thermocouple loca-
tion and the heat transfer surface andl is the thermal conductivity
of the tube material. The heat transfer coefficienta is calculated
from

a5
q̇

Ts2Tb
(2)

At regular time intervals, pictures of the heat transfer surface were
taken with a microprocessor-controlled camera. In addition, video
equipment was used to record the formation and growth of
bubbles at the heat transfer surface. These recordings were then
used to determine the bubble departure diameter, active nucleation
site density and bubble frequency as a function of time.

Error Analysis. The experimental error for the measured heat
transfer coefficients may be due to errors in the measurement of
heat flux, bulk and heat transfer surface temperature. As all test
heaters were sanded with grade 240 emery paper, it was postu-
lated that in all experiments the heat transfer surfaces were com-
parable with respect to surface roughness. By repeating some
fouling runs, almost the same fouling curves were obtained, which
confirms the above assumption. The error of the adjusted heat flux
is due to errors in the measurements of electrical current and
voltage. It was observed that the power delivered by the heater
box showed small fluctuations depending on the time of the day.
During the night and the weekends, a higher heat flux than during
working days was observed. For example, it was intended to run
the test with a heat flux of 301.2 kW/m2. The average of heat flux
was 304.5 kW/m2. This magnitude corresponds to a deviation of
1.1 percent of the target value. It is accepted that this phenomenon
has some minor effect on the values of heat transfer coefficients.
The liquid and vapor temperatures were measured with K-type
thermocouples located in the bulk of the solution. These thermo-
couples were initially calibrated against a quartz thermometer
with an accuracy of about 0.02 K. The inaccuracy in temperatureFig. 1 Pool boiling apparatus

Fig. 2 Schematic diagram of the test heater

508 Õ Vol. 126, AUGUST 2004 Transactions of the ASME

Downloaded 06 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



measurements due to calibration errors of the thermocouples may
lead to a deviation of approximately60.2 K. The pressure of the
system was measured with strain-gauge sensors having a factory
calibrated accuracy of about 0.5 percent of the operating range,
which was adequate for the fouling experiments.

Experimental Procedure
The solubility of calcium sulfate has been studied in detail by

Marshal and Slusher@9#. Najibi @10#, by nonlinear regression
analysis of these data, developed the following correlation for the
prediction of the saturation concentration of calcium sulfate as a
function of ionic strength of solution and temperature

C* 510a1bZ (3)

where the parametersa, b, andZ are given by

a52.04720.01136T

b526.583210.0226T (4)

Z5
AI

111.5AI

At temperatures higher than 40°C, the solubility of calcium sulfate
decreases with increasing temperature for the ordinary solid
phases. Under normal operating conditions, the hottest portion of
water is the layer next to the surface of the heating element. If
there is calcium sulfate in the water, its point of lowest solubility
is at the surface of the heating element. Any precipitation is, there-
fore, expected to take place there.

The calcium sulfate solution was prepared for each run by dis-
solving reagent grade calcium sulfate hemi-hydrate in de-
mineralized distilled water, and allowing it to stand for more than
24 hours. For the present investigation, the calcium sulfate con-
centration was in the range 0.8 to 2 kg/m3, which provided a
supersaturated solution in the vicinity of the test heater. All runs
were performed under pool boiling conditions and at a pressure of
1.1 bar, according to the following procedure:

Prior to commencing a test run the test heater was cleaned to
remove scale from previous test runs and then abraded using 240
grade wet and dry sand paper. The direction of abrasion was along
the heater to give a longitudinal pattern of shallow grooves on the
heater surface. This practice was similar to that of Wenzel@11#,
who reported a mean roughness average valueRa of 0.407 mm
and an integral roughness valueRp of 1.01 mm. Following abra-
sion the test heater was washed with distilled water to remove all
abraded and abrasive material, dried with clean paper towels and
finally cleaned with acetone prior to installation in the test appa-
ratus. The glass observation windows were closed, and the system
connected to the vacuum pump. Once the pressure of the system
reached approximately 0.1 bar, the salt solution, which was pre-
pared and filtered 24 hours earlier, was introduced to the boiling
vessel through a 6 mm ~0.25 in.!sample line. Following this, the
tank heater and condenser pre-heater were switched on and the
temperature of the system was allowed to rise to the saturation
temperature. Meanwhile, the system was deaerated several times
and then left at saturation temperature and 1.1 bar pressure for
about 10 hours to obtain a homogeneous condition throughout.
Then, the power was supplied to the test heater and kept at a
pre-determined value. Data acquisition system, microprocessor-
controlled camera and video equipment were simultaneously
switched on to record temperatures, pressure, heat flux and visual
information. Samples were taken from the solution during the
experiments and analyzed by atomic absorption and spectropho-
tometry. Immediately after the run, the solution was drained and
the test heater allowed to cool and dry. It was then removed from
the system, the deposit weighed and a sample taken for electron
scanning microscopy.

Results and Discussion

Clean Heat Transfer Coefficient. Figure 3 shows heat trans-
fer coefficients as a function of heat flux for calcium sulfate solu-
tions with various concentrations. The results are compared with
those obtained for de-mineralized water under identical operating
conditions. The experimental data for de-mineralized water are
also compared with the prediction of the correlation suggested by
Gorenflo@12#

a

a ref
5Fq•Fp•FWR•FWM (5)

where

Fq5S q̇

qo
D 0.920.3pr

0.15

, Fp51.2pr
0.2712.05pr1

pr

12pr
(6)

FWR5S Ra

Ra,ref
D 0.133

, FWM5S rcpl

~rcpl!re f
D 0.25

(7)

For de-mineralized water the reference heat transfer coefficient
a ref for a reference heat flux of 20 kW/m2 and a reference-reduced
pressure of 0.1 is 6 kW/m2 K @12#. The agreement between ex-
perimental data for de-mineralized water and predicted values is
very good. The heat transfer coefficient drops rapidly when a
small amount of calcium sulfate salt is added to the demineralized
water. However, the results show that the actual salt concentration
has only a negligible effect on the deterioration of the heat transfer
coefficients. The degradation of the boiling heat transfer coeffi-
cients is attributed to several phenomena, which occur simulta-
neously in the vicinity of the vapor bubbles on the heat transfer
surface@13,14#. When calcium sulfate solution is vaporized, the
concentration of water at the vapor-liquid interface is lower than
its concentration in the bulk. As a consequence, there is back-
diffusion of calcium sulfate molecules away from the interface
into the bulk of the solution, leading to a dynamic equilibrium as
long as the interface concentration remains below the saturation
concentration. Schlu¨nder @15# and Schmitt@16# have shown that
the vaporization process can be divided into two consecutive
stages. In the first stage, nucleate boiling occurs with bubble
growth at the heat transfer surface. Heat flows through the liquid
layer, from the heating surface to the bubble interface. Preferential
evaporation of water at this stage raises the local bubble point
temperature fromTb to Ti , which reduces the superheat driving
the evaporation process. In the second stage, the bubbles detach
from the heat transfer surface and rise to the surface of the liquid,
where their temperature falls fromTi to Tb . Schlünder @15# as-
sumed that this process takes place adiabatically. In addition to the
latent heat of vaporization, which is required to form the bubbles,

Fig. 3 Heat transfer coefficients for pool boiling of water and
calcium sulfate solutions
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a certain proportion of the total heat supplied is generally trans-
ferred directly by convection to the boiling liquid. The heat trans-
fer coefficient in the first stage may be defined as

q̇5a i~Ts2Ti ! (8)

For practical purposes, the pool boiling heat transfer coefficients
are generally defined according to the difference between heat
transfer surface temperature and bulk temperature

q̇5a~Ts2Tb! (9)

Combining Eqs.~8! and ~9! yields

1

a
5

1

a i
1

Ti2Tb

q̇
5

1

a i
1

DTb

q̇
(10)

In terms of thermal resistances, the first term on the right hand
side presents the interfacial heat transfer resistance and the second
term presents the additional resistance caused by the mass trans-
fer. The general approach for the calculation of the second term is
to obtain the interfacial composition from mass transfer principles
and then to estimate the interfacial temperature from boiling point
data. This approach has been used with some success for model-
ing of boiling heat transfer to solutions with high dissolved salt
concentration by Wadekar et al.@17# and by the present authors
@18#.

Boiling point elevation is related to vapor pressure lowering,
and, hence, to molar concentration. It can be expressed by the
following simple relationship@19#:

DTb5 imKb (11)

The parameteri is the van’t Hoff factor which takes into consid-
eration the effect of ionization of solute molecules,m is the mo-
larity of the solution, andKb is the molar boiling point elevation
constant. For calcium sulfate solutions,i 52 andKb50.512@19#.
Salts with negative solubility are sparingly soluble in water; there-
fore, according to Eq.~11! their boiling point elevation is much
less than for salt solutions with positive solubility. The solubility
of calcium sulfate in water is limited to about 2 kg/m3 at its
normal boiling point. Hence, when calcium sulfate salt is added to
water it has only a negligible effect with respect to boiling point
elevation. The measured boiling point elevation of calcium sulfate
solutions is given in Fig. 4 as a function of concentration. The
experimental data are also compared with the prediction of Eq.
~11!. The results illustrate that the boiling point elevation of cal-
cium sulfate solutions is almost independent of concentration.
Hence, for this case

DTb'0 (12)

and Eq.~10! reduces to

a5a i (13)

Hence boiling point elevation can not explain the observation that
heat transfer coefficients for calcium sulfate solutions are signifi-
cantly different from those of pure water. Figure 5 compares
bubble growth on the heat transfer surface for a calcium sulfate
solution and for pure water under otherwise identical operating
conditions. It is apparent that the number of nucleation sites is
decreased, while the bubble departure diameter is increased due to
the presence of the salt. The general approach for the calculation
of ai is to use a pure fluid boiling correlation with physical prop-
erties of the mixture@18#. The reference heat transfer coefficient,
a0 in the Gorenflo correlation~Eqs. ~5!–~7!! can be calculated
using the correlation suggested by Stephan and Preusser@20,21#.
For the calcium sulfate solutions a reference heat transfer coeffi-
cient of 4500 W/m2 K is obtained for a reference heat flux of 20
kW/m2 and a reference reduced pressure of 0.1. The predicted
clean heat transfer coefficients for calcium sulfate solutions based
on these reference conditions show good agreement with the ex-
perimental results, see Fig. 3.

Change in Heat Transfer Coefficient With Time Due to
Scale Formation. Formation of deposits on the heat transfer
surface further reduces the heat transfer coefficient. Figures 6~a!
to 6~g! show heat transfer coefficients as a function of time for
heat fluxes ranging from 35,000 to 480,000 W/m2. The general
shape of the heat transfer coefficient versus time curves is char-
acterized by a sharp decrease to a minimum~region 1!, followed
by an increase to a maximum~region 2!and a subsequent gradual
decrease towards an asymptotic value~region 3!. The extent of the
variations in heat transfer coefficient with time is strongly affected
by the adjusted heat flux and foulant concentration. With increas-
ing heat flux, the operation time between regions 1 and 2 de-
creases and heat transfer decreases faster and to a larger extent
than for low heat fluxes. The appearance of the heating element,
bubble size and nucleation site density during a run at 38,522
W/m2 is shown in Fig. 7. It is obvious that the presence of the
deposit sharply increased the number of the active sites in region
2 as compared to region 1. In region 3, the number of nucleation
sites decreased again. Figure 8 shows the variation of active
nucleation sites with time for a heat flux of 38,524 W/m2. The
number of active nucleation sites rises towards a maximum, after
which it falls back to a value close to that at the beginning of the
experiment. Between the two data sets was a region with very
high nucleation site density, for which individual bubbles could
not be counted, anymore. Comparing these results with those
shown in Fig. 6~a!, consistent trends are found. In region 1, only a
few nucleation sites are present on the heat transfer surface. In
region 2, the number of active nucleation sites increases sharply
with time, owing to the formation of additional sites by the de-

Fig. 4 Effect of calcium sulfate concentration on the boiling
point elevation of solution

Fig. 5 Comparison of bubble departure diameter and nucle-
ation site density during boiling of a calcium sulfate solution
with those in distilled water
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Fig. 6 „a–g… Heat transfer coefficient as a function of time for various heat fluxes
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posit. The number of these sites gradually decreases throughout
region 3. The bubbles in region 1 are hemispherical with large
contacting area with average diameters between 10 to 25 mm and
a detachment frequency of about 7 bubbles per second. In regions
2 and 3, only spherical bubbles are observed, with an almost uni-
form diameter of about 2 mm. The observed changes in bubble
formation due to the growth of deposit on the heat transfer surface
are explained in detail, elsewhere@22#.

Kinetics of Deposition Process and Nature of Deposit
The deposition of calcium sulfate scale on heat transfer surfaces

can be expressed by the following reaction

Ca211SO4
22→CaSO4↑ (14)

Almost all investigators confirmed experimentally that the crystal-

Fig. 9 Comparison of the rate constant of calcium sulfate
deposition suggested by various investigator

Fig. 7 Appearance of heating element during a fouling run at 38,522 W Õm2

Fig. 8 Active nucleation site density as a function of time
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lization of calcium sulfate is an elementary reaction. Hence, the
rate of formation of calcium sulfate deposit can be written as

ṁd52
V

A

dC

dt
5kr@Ca21#@SO4

22#5kr@CaSO4#25kr~Cs
i 2C* !2

(15)

The kinetic constant of calcium sulfate deposition follows an
Arrhenius type equation

kr5koe2E/RT (16)

The Arrhenius constantko and the activation energyE are gener-
ally obtained from nonlinear regression analysis of the experimen-
tal data. A range of values for these two parameters is available in
the literature@23–29#. Reaction rate constants calculated from
these values are compared in Fig. 9. While all models predict a
considerable increase in reaction rate constant with temperature,
the variation between the various models is extremely high.

Experimental investigations to determine the thermal conduc-
tivity of the deposits are usually performed with cut-outs of pipes
of heating surfaces with natural deposits. Vares et al.@30# ob-
tained measurements in a temperature range from 300 to 500°C
without the presence of water. The thickness of the observed lay-

ers varied from 0.045 to 0.23 mm, the thermal conductivity varied
within the limits of 0.6 to 1.5 W/m•K. Haller et al.@31# reported
thermal conductivities of deposits between 1.3–2.5 W/m•K with
porosities between 0.65 to 0.75 vol-percent. Krause@24# found
values of 1.2 W/m•K and 2100 kg/m3 for thermal conductivity
and density of the deposit layer, respectively. Chenoweth@32#
reported that the average thermal conductivity of gypsum deposit
in evaporators is 1.3 W/m•k.

The thermal conductivity, density and porosity of the deposit
are very sensitive to the deposit structure. Figure 10 shows typical
pictures obtained by electron scanning microscopy of scales
formed at 38,524, 120,482, and 301,205 W/m2 respectively. A
porous, needle-like structure is characteristic for the deposit
formed at low heat fluxes while at high heat fluxes, the crystals
are short, less porous, and more adherent. The thermal conductiv-
ity was found for a given deposit by reducing the heat flux well
into the natural convection region and comparing the heat transfer
coefficients with those measured with clean heat transfer surfaces
under otherwise identical conditions

Rf5
Sd

ld
5

1

a
2

1

aw
(17)

The thickness and density of the deposit could be measured after
each run. The results of the thermal conductivity and density of
the observed fouling layers are summarized in Fig. 11. The results
are also compared with the results reported by other investigators.
These values agree with the values measured in the present inves-
tigation. The thermal conductivities obtained at high heat fluxes
are higher than the values reported by Krause@24# and Chenoweth
@32#, probably due to the higher density of the deposits.

Modeling of Pool Boiling Heat Transfer Fouling
While the understanding of the mechanisms of scale formation

under pool boiling conditions has improved, sound modeling of
the change of heat transfer coefficient with time due to scale for-
mation is not possible yet. From the above experimental results it
is obvious that the traditional approach to modeling fouling as an
additional heat transfer resistance in series to a more or less con-
stant heat transfer coefficient to the fluid is not appropriate.
Rather, the deposition process affects the bubble formation
mechanisms and hence the heat transfer coefficient itself.

There is growing evidence that wick boiling predominates
when the heat transfer surface is covered by a layer of porous
deposit and that this results in boiling characteristics quite differ-
ent from those with a clean surface. Porous deposits contain pores
with different shapes and sizes connected to each other. McBeth
@33# suggested a physical model for heat transfer through a layer
of deposits, which is shown in Fig. 12. Because of the capillary

Fig. 10 Deposits observed at different heat fluxes „widthÄ0.32
mm…: „a… qÄ28,892 WÕm2; „b… qÄ120,482 WÕm2; and „c… q
Ä301,205 WÕm2

Fig. 11 Variation of the thermal conductitity and density of the
deposit with heat flux
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forces, the liquid imbues the small pores in the direction of the
heat transfer surface. The fluid pores are connected to larger pores,
which are acting as ‘‘steam chimneys’’. Such a hydrodynamic
model of flow in deposits works if the capillary pressure is suffi-
cient to overcome the frictional forces in the steam chimneys to
create the essential pressure gradient between the bottom and the
outlet section of the steam chimneys. To achieve this, it is neces-
sary that the diameter of the steam chimneys be larger than the
diameter of the fluid pores. A close-up of the mouth of one of
these steam chimneys is shown in the stereo-scan photograph of
Fig. 13. These pores are of the order of 0.005 mm diameter and
have a population density of typically 5000 per mm2 @33#. The
present modeling approach is concerned with the initial formation
of a porous deposit followed by gradual closure and deactivation
of the steam chimneys by scale precipitation.

Initial Formation of Porous Deposits. The initial porous de-
posits are formed in regions 1 and 2 of the heat transfer process,
see Figs. 6~a–f!. The duration of these two regions, i.e. the time
until the heat transfer coefficient starts to decrease continuously
was found to be a function of heat flux and foulant concentration.
Assuming a 0th order rate equation with respect to foulant con-
centration, one may write

2
dC

dt
5kr (18)

Separation of variables and integration yields

t5
CbX

kr
(19)

whereX is the fractional conversion of calcium sulfate. WhenX
approaches about 1 percent, timet approaches the transition time
t0 . kr is the reaction constant which has recently been given by
Helalizadeh@28# for batch crystallization of calcium sulfate as

kr53.831011 e2124287/RTs (20)

Hence, Eq.~19! simplifies to

t050.731310217 Cbe 2124287/RTs (21)

Equation~21! predicts with good accuracy the transition time until
the beginning of region 3.

Variation of Scaled Steam Channel Radius With Time
The following model has been developed for the decreasing heat
transfer coefficient in region 3, i.e., fort>t0 It is obvious that the
radius of steam chimneys is a function of time and decreases as
scale deposition due to evaporation at the wall proceeds. To cal-
culate this variation as a function of the deposition rate, the chain
rule is applied

dr

dt
5

dC

dt
•

dr

dC
(22)

The first term can be calculated from Eq.~15!

dC

dt
52ṁd

Ac

Vc
52ṁd•

2prdx

pr 2dx
52

2ṁd

r
(23)

The second term in Eq.~22! represents the variation of scaled
steam channel radius with respect to foulant concentration. This
term can be calculated from a material balance for the deposition
process over a differential element of volume~see Fig. 12!

V̇•C2V̇•~C2dC!5
dmd

dt
⇒V̇•dC5

dmd

dt
(24)

but

dmd

dt
5

rddVd

dt
5

rdp~r 0
22r 2!•dx

dt
5

rdp@~r 1dr !22r 2#•dx

dt

'2rdprdr
dx

dt
(25)

and

V̇5pr 2u;
dx

dt
5u (26)

Replacing Eqs.~25! and ~26! into Eq. ~24! yields

dr

dC
5

r

2rd
(27)

Substituting Eqs.~23! and ~27! into Eq. ~22! yields

dr

dt
52

ṁd

rd
(28)

Equation~28! is applicable as long as the activity of the steam
chimneys remains constant and does not decay with time.

The Rate Equation of Deactivation of the Steam Chimneys
In general, the activity of the steam channels drops as salt con-
centration and heat flux increases, i.e., as the deposition rate in Eq.
~28! increases. In analogy to solid porous catalysts, the activity of
a steam channel at any time may be defined as

a5
ṁst

ṁst,0
'

ṁd

ṁd,0
(29)

whereṁst is the actual steam production of the steam chimneys
andṁst,0 is steam production before channel deactivation sets-in.
It is reasonable to assume that deposit formation rate correlates
with evaporation, hencea is also about equal to the ratio of actual
rate of deposition in the steam channels,ṁd, to initial rate of
deposition,ṁd,0. Levenspiel@34# proposed the following power
law equation to correlate the time dependence of the activity of
activation sites on the interior surface of pores

da

dt
5kd•ad (30)

Fig. 12 Boiling from porous deposit according to McBeth †33‡

Fig. 13 Close up of picture of the mouth of a steam chimney
with about 0.005 mm diameter †33‡
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where d is called the order of deactivation, which is generally
considered to be unity. Separating the variables and integrating
gives

a5ao e2kd~ t2t0! (32)

Sinceao must be unity according to Eq.~29!, Eq.~31! reduces to

a5e2kd~ t2t0! (32)

Substituting Eqs.~32! and ~29! into Eq. ~28! yields

dr

dt
52

ṁd,0

rd
e2kd~ t2t0! (33)

Hence the scaled steam channel radius at any time can be obtained
as a function of deposition rate from the integration of Eq.~33!

r 5r 02
ṁd,0

rdkd
~12e2kd~ t2t0!! (34)

or

Dr

r 0
5

ṁd,0

rdkdr 0
~12e2kd~ t2t0!! (35)

The deactivation rate constant,kd is generally a function of tem-
perature and follows an Arrhenius type equation@34#

kd5kd,0 e2Ed /RT (36)

Ed is the deactivation energy or temperature dependency of the
channel deactivation process. Regression analysis of the experi-
mental data gives

kd51.1•103 e233650/RTs (37)

The low deactivation energy of steam chimney blockage indicates
that this process may be considered as a physical phenomenon.

Heat Transfer Coefficient as a Function of Time. The re-
duction in heat transfer coefficient is a function of the reduction of
steam chimney radius, i.e.,

a

a0
5FS Dr

r 0
D (38)

The experimental results show that this functionality can be rep-
resented by the following simple relationship:

a

a0
5

1

11
Dr

r 0

(39)

SubstitutingDr /r 0 andṁd from Eqs.~15! and ~35! gives

a

a0
5

1

11F~Cs
i 2C* !2~12e2kd~ t2t0!!

(40)

The parameterF and the interfacial concentrationCs
i are func-

tions of foulant concentration and heat flux.

Calculation of Interfacial Concentration Cs
i . The relation-

ship between the interfacial concentration of water and its concen-
tration in the bulk of the solution is given by@35#

ṄW5r W•r•b ln
r w2xw

i

r w2xw
b

(41)

whereb is the mass transfer coefficient which was found to be
1.65•1024 m/s for calcium sulfate and calcium carbonate solu-
tions @23,25,36#. The parameterr w is defined as

r w5
ṄW

ṄW1Ṅs

(42)

Since only water evaporates at the interface between the solution
and the vapor bubbles,Ṅs equals zero and Eq.~42! reduces to

ṄW5rb ln
12xw

i

12xw
b

(43)

Therefore,

12xw
i

12xw
b

5
xs

i

xs
b

5expS ṄW

rb D (44)

Assuming that all the heat flow from the heat transfer surface
passes into the bubbles in the form of latent heat, Eq.~44!
becomes

h5
CS

i

CS
b

5expS q̇

rbDhv
D (45)

Substituting the values for density, mass transfer coefficient and
latent heat of evaporation, Eq.~45! simplifies for calcium sulfate
solutions to

h5
Cs

i

CS
b

5exp~2.685•1026q̇! (46)

The predictions of Eq.~46! are plotted in Fig. 14 for calcium
sulfate solutions as a function of heat flux. Once the interfacial
concentration is known, the interfacial temperature can be ob-
tained from Eq.~3! or Fig. 4. The concentration ratio increases
strongly with heat flux while the temperature ratio is almost inde-
pendent of the heat flux. The reason for this behavior can be found
in Fig. 4, which illustrates that doubling the concentration of the
calcium sulfate concentration has almost no effect on the boiling
point of the solution. Figure 14 also shows that using a constant
value ofh51.5, as has been suggested previously for sub-cooled
flow boiling of calcium sulfate and calcium carbonate solutions
@23,36#, may lead to significant inaccuracies. Instead, the heat
transfer coefficient at any time can be obtained from substitution
of Eqs.~46! into Eq. ~40!:

a5
a0

11F~hCs
b2C* !2~12e2kd~ t2t0!!

(47)

wherea0 is the clean boiling heat transfer coefficient of the cal-
cium sulfate solution which may be obtained from Eq.~5!. The
dependency ofF on the heat flux may be calculated using all the
parameters involved in the derivation of Eq.~40!. However, it was
found thatF can be obtained with good accuracy from regression
analysis of the experimental data

Fig. 14 The ratio of concentration and temperature of solution
at interface and bulk as a function of heat flux
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F5
1

90.215.7•1027q̇
(48)

Predictions of Eq.~47! over a wide range of heat fluxes and cal-
cium sulfate concentrations have also been included in Figs. 6~a!
to 6~g!. The calculated trends are in good agreement with the
experimental data. Equation~47! predicts all experimental data
under various operating conditions and concentrations with an ab-
solute mean average error of about 6.5 percent.

Conclusions
Sparingly soluble salts with negative solubility reduce the

nucleate boiling heat transfer coefficients considerably and form
deposits which further decrease the heat transfer rate. The heat
transfer coefficient at the solid-liquid interface changes through-
out the deposition process due to changes in the bubble formation
mechanisms. Foulant concentration and heat flux have the main
influence on the deposition process. The deposition rate increases
and heat transfer coefficient decreases as concentration and heat
flux increases. A model for pool boiling scale formation has been
developed. The model includes reaction mechanisms of scale for-
mation and concentration effects due to evaporation. The model is
able to predict the effects of foulant concentration and heat flux
correctly. Considering the complexity of fouling under pool boil-
ing conditions, the quantitative agreement between measured and
predicted heat transfer coefficients is very good.

Nomenclature

a andb 5 constants in equation~3!
a 5 activity of the steam chimney
A 5 area, m2

C 5 concentration, kg/m3

cp 5 specific heat, J/kg•K
E 5 activation energy, J/mole

Fp , Fq 5 defined by equation~6!
FWR, FWM 5 defined by equation~7!

i 5 van’t Hoff factor
I 5 ionic strength of solution, mole/m3

K 5 specific reaction rate constant
Kb 5 molar boiling point elevation constant of the

solvent
kr 5 reaction rate constant, kg•s/m4

kd 5 deactivation rate constant, s21

m 5 molarity of the solution, moles of solute/kg of
solvent

md 5 rate of deposition, kg/s
ṁd 5 mass of deposition, kg/m2•s
ṁst 5 actual steam production of the steam chim-

neys, kg/s
ṁst,0 5 initial steam production of the steam chimneys,

kg/s
Ṅ 5 rate of mass transfer, kg/m2•s
p 5 pressure, bar

pc 5 capillary pressure, bar
pr 5 reduced pressure
q 5 heat flux, W/m2

r 5 steam chimney radius at time t, m
r 0 5 initial steam chimney radius, m
r w 5 defined by equation~42!
R 5 universal gas constant, J/mol•K

Ra /Rao 5 surface roughness correction factor
s 5 distance between the thermocouple location

and the heat transfer surface, m
T 5 temperature, K
t 5 time, s
u 5 velocity, m/s
V 5 volume, m3

x 5 mass fraction or distance

X 5 fractional conversion
Z 5 defined by equation~4!

Greek Symbols

a 5 heat transfer coefficient, W/m2 K
b 5 mass transfer coefficient, m/s
h 5 defined by equation~45!
l 5 thermal conductivity, W/m•K
r 5 density, kg/m3

u 5 contact angle, radiant
s 5 surface tension, N/m
F 5 defined by equation~48!

Dhv 5 heat of evaporation, J/kg
DTb 5 boiling point elevation, K

Subscript and Superscript

b 5 bulk or boiling
c 5 steam chimney or clean
d 5 deposit or de-activity
i 5 interface
r 5 reaction

ref 5 at reference conditions
s 5 surface or solute

st 5 steam
th 5 thermocouples
w 5 water
* 5 saturation
o 5 initial or clean conditions
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An Experimental Investigation of
Flow Boiling Characteristics of
Water in Parallel Microchannels
Microchannels are being considered in many advanced heat transfer applications includ-
ing automotive and stationary fuel cells as well as electronics cooling. However, there are
a number of fundamental issues from the heat transfer and fluid mechanics perspectives
that still remain unresolved. The present work focuses on obtaining the fundamental heat
transfer data and two-phase flow patterns present during flow boiling in microchannels.
An experimental investigation is performed for flow boiling using water in six parallel,
horizontal microchannels with a hydraulic diameter of 207mm. The ranges of parameters
are: mass flux from 157 to 1782 kg/m2s, heat flux from 5 to 930 kW/m2, inlet temperature
of 22°C, quality from sub-cooled to 1.0, and atmospheric pressure at the exit. The corre-
sponding single-phase, all-liquid flow Reynolds number range at the saturation conditions
is from 116 to 1318. The measured single-phase, adiabatic pressure drop agreed with the
conventional theory within the experimental error. The experimental single-phase Nusselt
number was found to be between the constant heat flux and the constant wall temperature
boundary conditions, corresponding toNuH and NuT respectively. The flow visualization
demonstrates that the flow reversal condition in parallel flow channels is due to bubble
nucleation followed by its rapid growth. In addition, the dry-out condition is observed,
showing a change in the contact angles of the liquid-vapor interface. The local flow
boiling heat transfer coefficient exhibits a decreasing trend with increasing quality. A
comparison with the nucleate boiling dominant regime of a flow boiling correlation shows
good agreement, except for the large peak in two-phase heat transfer coefficient observed
at the onset of nucleate boiling.@DOI: 10.1115/1.1778187#

Keywords: Boiling, Enhancement, Flow, Heat Transfer, Microscale, Two-Phase

Introduction
The need to dissipate high heat fluxes is an important issue in a

number of applications, including electronics cooling and MEMS
devices. The first applications of small-diameter passages mainly
involved aerospace systems, in the form of compact heat exchang-
ers for managing onboard power systems. Bergles@1#, in one of
his pioneering works, investigated the upper limit of burnout con-
ditions in small diameter tubes.

Tuckerman and Pease@2# presented another important paper in
which they demonstrated the potential of microchannels in the
cooling of integrated circuitry. The fundamental understanding of
fluid flow and heat transfer has yet to catch up with their propos-
als. Recently, microchannel heat exchangers have been applied to
miniature power systems, advanced heat sinks, fuel cell compo-
nents, and several other automotive applications. The benefit of
reduced channel size and the resulting heat transfer enhancement
have been well established.

Literature Review
Kandlikar @3# presented an extensive review of literature on

flow boiling in microchannels, and described some of the funda-
mental issues with two-phase flow and flow patterns. As smaller
channel sizes were investigated, the terminology for classification
underwent considerable changes over the past decade. In earlier
studies, the term microchannel had included hydraulic diameters
as large as 3.0 mm.

A wide variety of channel sizes have been investigated and
reported as microchannels. A clear definition of channel size clas-
sification is necessary for consistency in comparing various results

from literature. There is limited detailed local flow boiling data
available in open literature for a microchannel. The present work
characterizes the thermal and hydraulic performance of six paral-
lel microchannels with a hydraulic diameter of 207mm. The
slightly larger hydraulic diameter~as compared to 200mm for a
microchannel!resulted due to the tolerances associated with the
manufacturing of these channels.

Several authors have specifically addressed the issue of channel
size classification. During their flow boiling studies in 1.39 to 3.69
mm diameter tubes, Kew and Cornwell@4# used confinement
number, Co, to guide the channel size criterion. Mehendale et al.
@5# adopted a classification based upon geometric consistency and
ease of understanding. Kandlikar and Grande@6# presented a clas-
sification scheme based upon fundamental considerations of
single-phase gas flow, two-phase flow patterns and channel fabri-
cation methods and discussed further by Kandlikar@7#. Kawaji
and Chung@8# recently reported a significant departure for their
100 mm microchannels from the established linear relationship
between volumetric quality versus void fraction as proposed by
Ali et al. @9# and@10–57# for narrow channels. The present work
is not focused on developing a channel classification. There still
must be more data over the entire range of channel sizes presented
in literature to make a definitive decision as to which channel
classifications is correct. Although the classification of minichan-
nels (3 mm>Dh.200mm) and microchannels (200>Dh
.10mm) is adopted here, it should be recognized that this is
merely a guideline. The actual flow phenomena will depend upon
fluid properties and their variation with pressure; as well as the
type of flow including single-phase, flow boiling, flow condensa-
tion, and adiabatic two-phase flow.

A review of literature on small diameter channels yielded ap-
proximately fifty research papers on flow boiling heat transfer in
channels with hydraulic diameters less than 3 mm. A compilation
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of some of the recent works is presented in Table 1. The fluids
investigated include: water, R21, R22, R113, R123, R124, R141b,
FC84, and Vertrel XF. The mass fluxes, all liquid Reynolds num-
ber, and heat fluxes range from 20 to 6225 kg/m2s, 14 to 5236,
and up to 2 MW/m2, respectively. A visual representation of the
available data is presented in Fig. 1. The all-liquid flow Reynolds
number in these data sets is plotted as a function of hydraulic
diameter. These data sets contain both local and overall heat trans-
fer studies. A systematic shift toward lower Reynolds numbers
with decreasing diameter is noted from Fig. 1.

The available literature is further reviewed to determine that
twenty-two papers present local heat transfer data. Figure 2 shows
the Reynolds number versus hydraulic diameter plot for these lo-
cal data papers. The low Reynolds number range is generally en-
countered in microchannels, Microelectromechanical Systems
~MEMS!, and micro Total Analysis Systems~mTAS! applications.
It can be seen from Fig. 2 that there are only two local data sets
available for hydraulic diameters smaller than 200mm. The two
data sets that provide detailed local heat transfer data forDh
,200mm are by Hetsroni et al.@32# and Yen et al.@35#. Neither

Fig. 1 Hydraulic diameter versus Reynolds number of previ-
ous studies from available literature and present work

Fig. 2 Hydraulic diameter versus Reynolds number of local
heat transfer data. For available literature and present work.

Table 1 Available literature for evaporation of pure liquid flows in parallel minichannel and microchannel passages

Author Year Fluid Dh ~mm) Re G ~kgm22 s21) q9 ~kWm22) Type* Vis.**

Lazarek & Black@10# 1982 R113 3.150 57–340 125–750 14–380 O N
Moriyama & Inoue@11# 1992 R113 0.140–0.438 107–854 200–1000 4.0–30 O/L Y
Wambsganss et al.@12# 1993 R113 2.920 313–2906 50–300 8.8–90.75 L N
Bowers & Mudawar@13# 1994 R113 2.540 & 0.510 14–1714 20–500 30–2000 O N
Peng et al.@14# 1994 Water 0.133–0.343 200–2000 500–1626 ¯ O N
Cuta et al.@15# 1996 R124 0.850 100–570 32–184 1.0–400 O N
Mertz et al.@16# 1996 Water 3.100 57–210 50–300 10–110 O N
Ravigururajan et al.@17# 1996 R124 0.425 217–626 142–411 5.0–25 L N
Tran et al.@18# 1996 R12 2.400–2.460 345–2906 44–832 3.6–129 L N
Kew & Cornwell @4# 1997 R141b 1.390–3.690 1373–5236 188–1480 9.7–90 L Y
Ravigururajan@19# 1998 R124 0.850 11115–32167 3583–10369 20–700 L N
Yan & Lin @20# 1998 R134a 2.000 506–2025 50–900 5.0–20 L N
Kamidis & Ravigururajan@21# 1999 R113 1.540–4.620 190–1250 90–200 50–300 L N
Lin et al. @22# 1999 R141b 1.100 1591 568 ¯ L N
Mudawar & Bowers@23# 1999 Water 0.902 16–49 23104– 13105 13103– 23105 O N
Bao et al.@24# 2000 R11/R123 1.950 1200–4229 50–1800 5–200 L N
Lakshminarasimhan et al.@25# 2000 R11 3.810 1311–11227 60–4586 7.34–37.9 O Y
Jiang et al.@26# 2001 Water 0.026 1541–4811 23104– 53104

¯ O Y
Kandlikar et al.@27# 2001 Water 1.000 100–556 28–48 1–150 O Y
Kim & Bang @28# 2001 R22 1.660 1883–2796 384–570 2.0–10 L Y
Koizumi et al.@29# 2001 R113 0.500–5.000 67–5398 100–800 1.0–110 O Y
Lee & Lee @30# 2001 R113 1.569–7.273 220–1786 52–209 2.98–15.77 L N
Lin et al. @31# 2001 R141b 1.100 536–2955 50–3500 1–300 L N
Hetsroni et al.@32# 2002 Vertrel XF 0.158 35–68 148–290 22.6–36 L Y
Qu & Mudawar@33# 2002 Water 0.698 338–1001 135–402 1–1750 N N
Warrier et al.@34# 2002 FC-84 0.750 440–1552 557–1600 1.0–50 L N
Yen et al.@35# 2002 R123 0.190 65–355 50–300 5.46–26.9 L Y
Yu et al. @36# 2002 Water 2.980 534–1612 50–200 50–200 L N
Zhang et al.@37# 2002 Water 0.060 127 590 2.23104 O N
Faulkner & Shekarriz@38# 2003 Water 1.846–3.428 20551–41188 3106–6225 250–2750 O N
Hetsroni et al.@39# 2003 Water 0.103–0.161 8.0–42 51–500 80–220 O Y
Kuznetsov et al.@40# 2003 R21 1.810 148–247 30–50 3.0–25 L N
Lee et al.@41# 2003 Water 0.036–0.041 22–51 170–341 0.2–301 O Y
Lee & Garimella@42# 2003 Water 0.318–0.903 300–3500 260–1080 ¯ O N
Molki et al. @43# 2003 R134a 1.930 717–1614 100–225 14 L N
Park et al.@44# 2003 R22 1.660 1473–2947 300–600 10.0–20 L N
Qu & Mudawar@45# 2003 Water 0.349 338–1001 135–402 10.0–1300 L N
Wu & Cheng@46# 2003 Water 0.186 75–97 112 226 O Y

*O5Overall, L5Local.
** Visualization, Y5Yes, N5No.
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of these two studies have used water as the working fluid. From
Table 1 and Figs. 1 and 2, it is clear that there is a need to generate
more local flow boiling heat transfer data for microchannels.
Knowledge of local data is essential in design, correlation devel-
opment, and simulation of flow boiling systems.

Objectives of Present Work
The objectives of the present study are to investigate the heat

transfer performance and two-phase flow characteristics of water
heated in microchannels, as well as to generate local heat transfer
data by varying mass flux, heat flux, and quality for water boiling
in multiple parallel microchannels. Another goal of this study is to
obtain high-speed visual images to understand the complex two-
phase structure and characteristics under flow boiling conditions.

Experimental Apparatus
The experimental system consists of several sub-systems that

include a water delivery system, data acquisition system, high-
speed imaging system, and the experimental test sections. A sche-
matic of the setup is shown in Fig. 3.

The working fluid for all of the present experiments is de-
ionized and degassed water. The amount of dissolved gas in the
water needs to be precisely controlled to eliminate the heat trans-
fer changes resulting from out-gassing of dissolved gases. Steinke
and Kandlikar@47# conducted an experimental investigation con-
cerning the control of dissolved gases. They demonstrated that the
effects due to the out-gassing of dissolved gases can be eliminated
if the water is treated to reduce the dissolved oxygen content to
5.4 parts per million~ppm! at 25°C. To be conservative, the dis-
solved oxygen level used in these experiments is maintained at 3.2
ppm. The water is sampled randomly throughout the course of
experimentation to ensure the dissolved oxygen level is well be-
low this threshold limit.

The water delivery system consists of a pressure vessel, heat
exchanger, throttle valve, flow meter bank, test section, and con-
denser. The pressure vessel provides the control of dissolved gas-
ses and the motive force for the water. The degassing procedure
described by Steinke and Kandlikar@47# is followed before begin-
ning the experiments and consists of pressurizing the chamber to 2
atm, and then suddenly reducing the pressure to 1 atm. This
causes a vigorous boiling in the chamber, driving the steam and
dissolved gases from the water in the chamber. The procedure is
repeated to attain the desired oxygen content.

The heat exchanger controls the inlet temperature to the test
section. The throttle valve reduces the overall system pressure to
an appropriate range for the flow meters and test section. The flow
meter bank contains three flow meters with several different flow
ranges to improve the flow measurement accuracy. The test sec-
tion contains the microchannels, heaters, thermocouples, inlet and

outlet plenums, and pressure connections. Finally, the condenser
collects the outlet from the test section and returns the fluid into a
liquid state.

Two different test sections are studied. The test section used for
flow visualization incorporates three side heating, and the test
section utilized for heat transfer analysis incorperates four side
heating. The water inlet and outlet plenums are included in the test
sections. In each test section, the plenums are fully insulated to
minimize the inlet and outlet heating of the fluid and to ensure that
the heat transfer only occurs in the flow channels. In the flow
visualization test section, the plenums are located in the polycar-
bonate top cover. In the heat transfer test section, a portion of the
copper is removed and filled with an insulating epoxy. The inlet
and outlet plenums are then machined in the insulating epoxy. The
test section is covered with insulation to reduce the heat losses
from the outer surfaces of the test section. Figure 4 shows the test
section construction for the heat transfer analysis experiments.

There are six parallel microchannels machined in the copper
substrate. The microchannels are tested in a horizontal orientation.
The channel depth and width are measured at six locations along
the flow length using a microscopic measurement system. It is
observed that the channels have a slightly trapezoidal cross sec-
tion, with the top and bottom widths differing by about 15mm.
The average channel dimensions are: 214mm wide by 200mm
deep and 57.15 mm long. All measured values fall within63% of
the respective average values. The individual channels are sepa-
rated by a spacing of 570mm.

Two thermocouple layers located in the copper substrate are
used to determine heat fluxes and surface temperatures on the
inner surface of the channel. The heater is embedded in the copper
substrate furthest from the microchannel surface. Next, a layer of
six thermocouples is located 6.35 mm from the microchannel sur-
face. Then, the second layer of thermocouples is located 3.18 mm
from the microchannel surface. Both of the thermocouple layers
are at the same location along the flow length. The first thermo-
couple is located 6.35 mm, in the flow direction, from the micro-
channel inlet. The subsequent thermocouples are located 19.05,
25.4, 38.1, 44.45, and 57.15 mm from the inlet, respectively. A
series of simple experiments are conducted to ensure that a one-
dimensional heat conduction assumption is a valid. Power is ap-
plied to the test section and the surface temperature is measured
using a non-contact interferometer. In addition, a finite difference
model is used to validate this assumption.

Initially, a series of experiments are performed to establish the
heat loss characteristics of the test section. The water is com-
pletely removed from the test section during these runs. Power is
applied and the test section is allowed to reach a steady state. The
heat loss is plotted against the temperature difference between the
test section and the ambient air. The slope of this plot is used to
determine the lost power for a given test section operating tem-
perature.

Fig. 3 Water loop sub-system. Includes: pressure cooker, flat
plate heat exchanger, throttle valve, flow meter, test section,
and condenser.

Fig. 4 Heat transfer test section. Test section constructed for
data collection.
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Data Analysis
The methods used for data analysis are described in this sec-

tion. The equations used for evaluating heat transfer and pressure
drop characteristics are presented.

The local two-phase heat transfer coefficients are calculated
along the flow length. The flow enters the microchannel as sub-
cooled single-phase liquid. That inlet subcooling must be taken
into account. The high pressure drop occurring in the microchan-
nels causes the local saturation temperature to vary along the
channel length. As a first approximation, a linear pressure varia-
tion is assumed in the channel. The pressure variation was deter-
mined from the inlet and outlet pressures measurements.

The local heat transfer coefficients are calculated using the tem-
perature measurements from the two thermocouple layers sepa-
rated by a known distance. The heat fluxq’’ between the two
locations is determined from the thermocouple readings and the
known thermal conductivity of the copper. The surface tempera-
tures at those locations are then predicted using a linear extrapo-
lation. The local quality is calculated from a heat balance calcu-
lation. The local heat transfer coefficients are then calculated
using Eq.~1!.

q95h~Ts2Tm,w! (1)

The overall pressure drop is corrected for entrance and exit
losses to determine the frictional losses in the microchannels.
There are losses due to the contraction from the larger inlet ple-
num into the microchannels and the expansion from the micro-
channels into the larger exit plenum. The Fanning friction factor is
determined from the correlation from Shah and London@48# and
is given in Eq.~2!.

f Re524~121.3553a* 11.9467a* 221.7012a* 310.9564a* 4

20.2537a* 5! (2)

For the present microchannel geometry, thef 3Re product is
found to be 14.25. The previous equations have been used and
verified in conventional channels for many years. However, the
validity of Eq. ~2! needs to be verified in a microchannel.

Uncertainty
The uncertainty is determined by the method of evaluating the

bias and precision errors. The pressure transducer has an accuracy
of 60.69 kPa. The temperature reading has an accuracy of
60.1°C. The power supply used to provide input power has ac-
curacies for the voltage of60.05 V and for the current60.005
amps. The flow meter has a volumetric flow accuracy of60.0588
cc/min. The power measurement has an accuracy of60.5 Watts.
TheDT measurements have an uncertainty of60.2°C. The result-
ing uncertainties are calculated for the heat transfer coefficient as
8.61%, the pressure drop is 7.19%, and friction factor is 4.80%, at
a median flow case. The major source of error is the temperature
reading, specifically the resultingDT measurements.

Results and Discussion
The major results of the present study include: single-phase

pressure drop, two-phase flow patterns, local two-phase heat
transfer, and the comparison of the experimental two-phase heat
transfer coefficients with an existing flow boiling correlation.

Single-Phase Pressure Drop. The adiabatic single-phase
friction factor for laminar flow is first determined experimentally
to provide validity of the test section and measurement tech-
niques. This experiment was performed before any diabatic ex-
periments. The single-phase friction factor is shown in Fig. 5.
There is a good agreement seen with the predicted friction factor,
within 10% of the predicted values.

Flow Visualization. Flow visualization was conducted using
a high speed CCD camera. Typical recording frame rates were

between 500 and 2000 frames per second. The following flow
patterns are observed in the microchannels: nucleate boiling, bub-
bly flow, slug flow ~constrained bubble!, annular flow, annular
flow with nucleation in the thin film, churn flow, and dry-out.
Steinke and Kandlikar@49# presented further details and observa-
tions. All observed flow-boiling regimes agree with those found
by Kew and Cornwell@4# and many other researchers. The bubble
flow or isolated bubble flow was very intermittent. The conditions
to observe this flow regime had to be carefully controlled. The
slug flow regime was the second most common observed flow
regime. A bubble grows to the size of the channel in this pattern.
Finally, the most commonly observed flow-boiling regime was
annular-slug flow. In this regime, a bubble expands to fill the
channel and extends into the channel causing a vapor core and
wetting thin film.

A commonly found flow-boiling phenomenon in parallel flow
channels is flow reversal. Kandlikar et al.@27# observed this flow
pattern in minichannels. During the onset of the annular-slug flow
regime, the upstream interface of the vapor bubble moves counter
to the flow direction. It was also observed in microchannels dur-
ing the present study. Figure 6 shows the progression of flow
reversal. In Fig. 6~a!, a bubble nucleates in the channel. Figure
6~b! shows the vapor core expanding toward the channel exit, just
as expected. The left side of the liquid vapor interface of the vapor
bubble begins to move toward the channel entrance, counter to the
flow direction. Finally, the right side interface continues to move

Fig. 5 Single-phase friction factor versus Reynolds number
for adiabatic experiments. For: 161 kg Õm2 sËGË1782 kgÕm 2 s.

Fig. 6 Flow Reversal. Flow is from left to right, single channel
shown. Counter flow interface velocity: 0.197 m Õs. For: G
Ä467 kgÕm 2 s, VfÄ0.480 mÕs, q ts9 Ä140 kWÕm2, xÌ0.0, and Dt
Ä8 ms.
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toward the channel exit in Fig. 6~g!. The flow reversal is caused
by the presence of the parallel channels, which allow a path of
lower flow resistance during explosive growth of the nucleating
bubbles. The flow and pressure in the other channels compensate
and allow for the high pressure of vapor generation to dissipate
through the other channels.

Another flow boiling phenomenon observed in the present
study is the local dry-out condition. Figure 7 shows the local
dry-out event. The flow is from left to right and the figure caption
gives the flow details. Figure 7~a! shows the channel in a dry out
condition. The local surface temperatures are rising, as there is no
film on the surface. In Fig. 7~b!, an annular slug comes into view.
The annular slug has a head of liquid as a front cap. An advancing
contact angle is seen in this frame. The slug and cap move for-
ward a little distance. In Fig. 7~e!, the interface shifts from the
advancing to the receding contact angle. This signifies the onset of
the dry-out condition as the interface begins to move backward
toward the inlet, in Fig. 7~g!. The dry-out is occurring because of
the rapid evaporation of the liquid in the contact line region. This
rapid movement causes a force imbalance that causes the reaction
force and interface movement in the opposing direction similar to
that shown in Kandlikar and Steinke@50,51#. In Fig. 7~k!, the
upstream vapor has joined with the vapor in the annulus. Figures
7~m! and 7~n!show the thin film interface retreating toward the
inlet as the channel begins to dry-out. Finally, Fig. 7~p! shows
complete dry-out in the channel.

Figure 8 shows a schematic to represent the flow boiling dry-
out as seen in Fig. 7. Figure 8~a! begins with a channel in the

dry-out regime. An annular slug with liquid head is introduced
into the channel in Fig. 8~b!. The interline, the liquid-vapor-
surface contact line, is in an advancing contact position. Dry-out
begins to occur in Fig. 8~c! and the interline shifts to a receding
contact orientation. The dry-out is occurring because of the rapid
evaporation of the liquid in the contact line region. This rapid
movement causes a force imbalance that causes the reaction force
and interface movement in the opposing direction, Kandlikar and
Steinke@50,51#. Finally, Fig. 8~e!shows the channel returning to a
post dry-out regime.

Flow Boiling Heat Transfer. The detailed flow boiling heat
transfer results are presented in Figs. 9 to 13. The local heat trans-
fer coefficient is plotted as a function of local quality. The data
cover five different mass fluxes over the entire range of qualities
possible with the current setup. The inlet pressure varies from
1.25 to 2.0 atm depending on the heat and mass fluxes employed.

Figure 9 presents the local heat transfer coefficients versus local
quality for a mass flux of 157 kg/m2 s. The resulting all-liquid
Reynolds number for this case is 116. As the local quality in-
creases, the heat transfer coefficient decreases. Results for several
different heat fluxes are shown. It is seen that there is a depen-
dence on heat flux for this case. This is the lowest all-liquid Rey-
nolds number flow case studied.

The local data for a mass flux of 366 kg/m2 s is shown in Fig.
10. The heat transfer coefficients are very high in the low quality

Fig. 7 Microchannel dry-out. Flow is from left to right, single
channel shown. For: GÄ375 kgÕm 2 s, q ts9 Ä632 kWÕm2, xÄ0.63,
and DtÄ4 ms.

Fig. 8 Dry-out in schematic form. Representation of flow oc-
curring in Fig. 7: „a… channel dry-out, „b… annular slug with liq-
uid head, „c… contact angle shift, „d… vapor penetration at dry-
out occurrence, and „e… thinning film as it returns to dry-out.

Fig. 9 Local heat transfer coefficients versus local quality.
For: GÄ157 kgÕm 2 s; ReLOÄ116; 55 kWÕm 2Ëq 9Ë278 kWÕm2; 0
ËxË1.

Fig. 10 Local heat transfer coefficients versus local quality.
For: GÄ366 kgÕm 2 s; ReLOÄ270; 119 kWÕm 2Ëq 9Ë504 kWÕm2;
0ËxË1.
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region. This is believed to be due to the onset of nucleate boiling
~ONB!. The data then begins to sharply decline. A possible expla-
nation could be due to the rapid growth of the bubbles, with
annular slugs being generated. This may cause flow reversal, as
noted in the flow visualization section. The evaporation and re-
wetting can lead to a very efficient means of heat transfer. After a
quality of approximately 0.20, the data shows a slower decreasing
trend. However, there seems to be less effect of heat flux on this
flow case.

Figure 11 shows the local data for a mass flux of 671 kg/m2 s.
The heat transfer coefficient near ONB is much higher than at the
other qualities. The same decreasing trend is found here. Unfor-
tunately, the larger values of qualities could not reached for this
case before critical heat flux~CHF! was achieved. However, the
data seem to be converging on a single heat transfer coefficient
value, approximately 40 kW/m2 K. The local data for mass fluxes
of 1022 and 1782 kg/m2 s are given in Figs. 12 and 13 respec-
tively. Once again, these figures show the same decreasing trend
of heat transfer coefficient with respect to an increase in quality.

The trends depicted in Figs. 9 to 13 seem to match with those
found in a nucleate boiling dominant flow. The decreasing heat
transfer coefficient is consistent for water in the nucleate boiling
dominant region, Kandlikar@52#. Yen et al.@35# also observed this
trend. They studied flow boiling of a R123 in 190mm diameter
tubes. Their heat transfer coefficient magnitude is smaller than the

present work, as one would expect for a refrigerant versus water.
A possible explanation for the decreasing trend could be that the
decreased channel size~microchannel diameters! has reduced the
available space for convective flow to develop. In addition, they
also saw a high heat transfer coefficient near the ONB point ob-
served in the present data, Figs. 9 to 13.

In addition, the critical heat flux~CHF! condition was observed
for each of the mass fluxes. Figure 14 shows the plot of CHF
versus Reynolds number. The inlet temperature is 22°C for all
these cases. A direct relationship is seen between heat flux, mass
flux and Reynolds number. More data are needed with different
channels before theories and correlations can be developed in this
range.

Comparison With Flow Boiling Correlation. The general
Kandlikar @53# flow-boiling correlation has been applied to the
present experimental work for flow boiling in multiple-channels.
The general correlation takes the maximum of two equations, one
equation for nucleate boiling dominant flow and one for convec-
tive dominant flow. Kandlikar and Steinke@54# and Kandlikar and
Balasubramanian@55# have demonstrated that the correlation can
be modified to give good agreement with microchannel flow. For
microchannels, the liquid only heat transfer coefficient is given by
the laminar Nusselt number. In addition, only the nucleate boiling
dominant portion of the flow boiling equation, Eq.~3!, is used to
predict hTP.

Fig. 11 Local heat transfer coefficients versus local quality.
For: GÄ671 kgÕm 2 s; ReLOÄ496; 217 kWÕm 2Ëq 9Ë636 kWÕm2;
0ËxË1.

Fig. 12 Local heat transfer coefficients versus local quality.
For: GÄ1022 kgÕm 2 s; ReLOÄ756; 348 kWÕm 2Ëq 9Ë700 kWÕm2;
0ËxË1.

Fig. 13 Local heat transfer coefficients versus local quality.
For: GÄ1782 kgÕm 2 s; ReLOÄ1318; 610 kWÕm 2Ëq 9
Ë898 kWÕm2; 0ËxË1.

Fig. 14 Critical heat flux versus Reynolds number. For: G
Ä157, 366, 671, 1022, and 1782 kg Õm2s; ReLOÄ116, 270, 496,
756, and 1318; q chf9 Ä340, 539, 666, 764, and 930 kW Õm2.
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hTP5hTP,NBD50.6683Co20.2~12x!0.8f 2~FrLO!hLO

11058.0Bo0.7~12x!0.8FFlhLO (3)

Co5S rg

r l
D 0.5S 12x

x D 0.8

(4)

Bo5
q9

Ghf g
(5)

where Co is the convection number given in Eq.~4!, Bo is the
boiling number given in Eq.~5!, Frlo is the Froude number with
all liquid flow, f 2(Frlo) is the multiplier,hlo is the heat transfer
coefficient with all liquid flow, and x is the quality. TheFFL
number for water is 1.0 and thef 2(Frlo) multiplier is 1.0 for
microchannel flow due to the lack of stratified flow.

Figure 15 shows the comparison of the Kandlikar modified mi-
crochannel correlation to the experimental data. The mass flux and
Reynolds number is 157 kg/m2 s and 116, respectively. The three
heat fluxes are 114, 151 and 182 kW/m2. Figure 16 presents the
comparison for another few data points. The mass flux and Rey-
nolds number is 366 kg/m2 s and 270, respectively. The three heat
fluxes are 441, 473, and 504 kW/m2.

The correlation predicts the magnitudes as well as the trends of
the experimental data reasonably well except for the large peak

observed in the experimental data at low qualities~corresponding
to ONB conditions!. The optimal range of the correlation is be-
tween qualities of 0.2 to 0.8. The correlation under predicts the
heat transfer coefficients at the ONB condition. However, this is
expected due to the rapid bubble growth observed in microchan-
nels following nucleation. Over the quality range of 0.2 to 0.8, the
mean deviation is 7.2%. Although the Kandlikar correlation does
very well for the present experimental configuration, it is recom-
mended that more local data for different channel geometries be
obtained for further validating its applicability to microchannels
of different aspect ratios, sizes and geometries.

In a recent publication, Kandlikar@7# presented two new non-
dimensional groups that are thought to be important in microchan-
nel flows. The new nondimensional groups are calledK1 andK2
are given below.

K15S q9

Ghf g
D 2 r l

rg

K25S q9

hf g
D 2 Dh

srg

The K1 and K2 groups are based upon the surface tension and
momentum change due to evaporation, as well as the viscous
shear force and the inertia force. The mass fluxes for the present
work are 157, 366, 671, 1022, and 1782 kg/m2 s. The correspond-
ing averageK1 numbers for those mass fluxes are 4.1531024,
2.2731024, 1.1231024, 6.9931025, and 4.6231025. The cor-
responding averageK2 numbers for those mass fluxes are 3.85
31025, 1.1431024, 1.9131024, 2.7531024, and 5.5331024.
These numbers are reported to provide information for future re-
searchers. In Kandlikar@7#, there areK1 and K2 numbers pre-
sented for a variety of channel diameters as well as flow condi-
tions.

Closing Remarks
The interest in flow boiling in microchannels continues to grow

as seen from recent literature. In the recent months, a number of
new publications have appeared such as; Wu and Cheng@56#,
Brutin et al.@57#, and Pettersen@58#. The need for obtaining more
experimental data has been recognized by researchers and it is
expected that more data will be available in the near future.

Conclusions
An experimental investigation is conducted to study the single-

phase and two-phase flow in 207mm hydraulic diameter, trapezoi-
dal microchannels during laminar flow. The following conclusions
are drawn from the present study.

• The adiabatic single-phase friction factor for laminar flow of
water in microchannels is accurately described by the established
relationship for large~conventional!diameter channels.

• The single-phase flow heat transfer in the microchannel has
been investigated with degassed water. The Nusselt numbers for
the experimental data fall between the constant temperature and
constant heat flux boundary conditions.

• A flow reversal is observed under certain conditions in mi-
crochannels, Fig. 6. The vapor interface moves in a direction
counter to the bulk fluid flow. This was also seen in minichannels.

• The dry-out condition is observed in Fig. 7. The changes
occurring in the interface at the dry-out condition have been visu-
ally observed and documented. The contact angles of the interface
exhibit similar behavior to that found by Kandlikar and Steinke
@50,51#. This indicates the need for including the contact line dy-
namics in developing a flow boiling critical heat flux model.

• The present work constitutes one of the first sets of local heat
transfer coefficient data for flow boiling of water flow in a micro-

Fig. 15 Predicted heat transfer coefficient using Kandlikar
modified microchannel correlation, †54‡. Laminar h lo , nucleate
boiling dominant only. For: GÄ157 kgÕm 2 s; ReLOÄ116; q 9
Ä119, 151, and 182 kW Õm2.

Fig. 16 Predicted heat transfer coefficient using Kandlikar
modified microchannel correlation, †54‡. Laminar h lo , nucleate
boiling dominant only. For: GÄ366 kgÕm 2 s; ReLOÄ270; q 9
Ä441, 473, and 504 kW Õm2.
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channel. A maximum heat flux of 930 kW/m2 has been achieved,
with heat transfer coefficients as high as 192 kW/m2K. A decreas-
ing trend in two-phase heat transfer coefficient,hTP , with an in-
creasing quality is detected. These trends are consistent with a
nucleate boiling dominant flow.

• The Kandlikar flow-boiling correlation has been modified by
using the laminar single-phase heat transfer coefficient and only
the nucleate boiling dominant equation. The correlation shows
good agreement with data between qualities of 0.2 to 0.80. How-
ever, the high heat transfer coefficients observed at the ONB con-
dition is not predicted by the correlation. The trends seen in flow
boiling data in microchannels is different from those observed in
larger diameter tubes. The role of nucleate boiling is seen to be
more predominant than previously thought. These aspects provide
a new direction for future work in this area.

Nomenclature

A 5 area~m2!
Bo 5 boiling number,5q9/Ghfg
Co 5 convection number,5(rg /r l)

0.5(12x/x)0.8

d 5 channel depth~m!
Dh 5 hydraulic diameter~m!

f 5 friction factor
f 2(FrLO)5 Froude number multiplyer,@53#51.0 for microchan-

nel flow boiling
FFL 5 liquid to Surface interaction number

Fr 5 Froude number,5G2/r l
2gDh

G 5 mass flux~kg m22 s21!
h 5 heat transfer coefficient~W m22 K21!

hf g 5 heat of vaporization~J kg21!
k 5 thermal conductivity~W m21 K21!
l 5 length ~m!

ṁ 5 mass flow rate~kg s21!
Nu 5 Nusselt number,5hD/kf

P 5 pressure~Pa!
q 5 heat transfer~W!

q9 5 heat flux~W m22!
Re 5 Reynolds number,5GDh /m

t 5 time ~s!
T 5 temperature~°C!
V 5 velocity ~m s21!
w 5 channel width~m!
x 5 quality

Greek

a* 5 aspect ratio,5d/w
D 5 difference
m 5 dynamic viscosity~N s m22!
r 5 density~kg m23!

Subscripts

cp 5 constant property
FD 5 fully developed

g 5 gas
H 5 constant Heat Flux boundary condition
i 5 inlet
l 5 liquid

LMTD 5 log-mean temperature difference
LO 5 liquid only

m 5 mean
NBD 5 nucleate-boiling dominant

o 5 outlet
s 5 surface
T 5 constant Temperature boundary condition

TP 5 two-phase
w 5 wall

References
@1# Bergles, A. E., 1964, ‘‘Burnout in Tubes of Small Diameter,’’ASME Paper No.

63-WA-182, pp. 1–9.
@2# Tuckerman, D. B., and Pease, R. F. W., 1981, ‘‘High-Performance Heat Sink-

ing for VSLI,’’ IEEE Electron Device Lett.,EDL-2, pp. 126–129.
@3# Kandlikar, S. G., 2002, ‘‘Fundamental Issues Related to Flow Boiling in Min-

ichannels and Microchannels,’’ Exp. Therm. Fluid Sci.,26, pp. 389–407.
@4# Kew, P. A., and Cornwell, K., 1997, ‘‘Correlations for the Prediction of Boiling

Heat Transfer in Small-Diameter Channels,’’Appl. Therm. Eng.,17~8–10!, pp.
705–715.

@5# Mehendale, S. S., Jacobi, A. M., and Shah, R. K., 2000, ‘‘Fluid Flow and Heat
Transfer at Micro and Meso-Scales With Application to Heat Exchanger De-
sign,’’ Appl. Mech. Rev.,53~7!, pp. 175–193.

@6# Kandlikar, S. G., and Grande, W. J., 2002, ‘‘Evolution of Microchannel Flow
Passages—Thermohydraulic Performance and Fabrication Technology,’’Pro-
ceedings of International Mechanical Engineering Congress and Exposition,
ASME, New York.

@7# Kandlikar, S. G., 2004, ‘‘Heat Transfer Mechanisms During Flow Boiling in
Microchannels,’’ ASME J. Heat Transfer,126~1!, pp. 8–16.

@8# Kawaji, M., and Chung, P. M.-Y., 2003, ‘‘Unique Characteristics of Adiabatic
Gas-Liquid Flows in Microchannels: Diameter and Shape Effects on Flow
Patterns, Void Fraction and Pressure Drop,’’Proceedings of 1st International
Conference on Minichannels and Microchannels, ASME, New York, pp. 115–
127.

@9# Ali, M. I., Sadatomi, M., and Kawaji, M., 1993, ‘‘Two-Phase Flow in Narrow
Channels Between Two Flat Plates,’’Canadian Journal of Chemical Engineer-
ing, 71~5!, pp. 657–666.

@10# Lazarek, G. M., and Black, S. H., 1982, ‘‘Evaporative Heat Transfer, Pressure
Drop and Critical Heat Flux in a Small Vertical Tube With R-113,’’ Int. J. Heat
Mass Transfer,25~7!, pp. 945–959.

@11# Moriyama, K., and Inoue, A., 1992, ‘‘The Thermodynamic Characteristics of
Two-Phase Flow in Extremely Narrow Channels~The Frictional Pressure Drop
and Heat Transfer of Boiling Two-Phase Flow, Analytical Model!,’’ Heat
Transfer-Jpn. Res.,21~8!, pp. 838–856.

@12# Wambsganss, M. W., France, D. M., Jendrzejczyk, J. A., and Tran, T. N., 1993,
‘‘Boiling Heat Transfer in a Horizontal Small-Diameter Tube,’’ ASME J. Heat
Transfer,115~4!, pp. 963–972.

@13# Bowers, M. B., and Mudawar, I., 1994, ‘‘High Flux Boiling in Low Flow Rate,
Low Pressure Drop Mini-Channel and Micro-Channel Heat Sinks,’’ Int. J. Heat
Mass Transfer,37, pp. 321–332.

@14# Peng, X. F., Peterson, G. P., and Wang, B. X., 1994, ‘‘Heat Transfer Charac-
teristics of Water Flowing Through Microchannels,’’ Exp. Heat Transfer,7~4!,
pp. 265–283.

@15# Cuta, J. M., McDonald, C. E., and Shekarriz, A., 1996, ‘‘Forced Convection
Heat Transfer in Parallel Channel Array Microchannel Heat Exchanger,’’In-
ternational Mechanical Engineering Congress and Exposition, ASME, New
York.

@16# Mertz, R., Wein, A., and Groll, M., 1996, ‘‘Experimental Investigation of Flow
Boiling Heat Transfer in Narrow Channels,’’Heat and Technology, 14~2!, pp.
47–54.

@17# Ravigururajan, T. S., Cuta, J., McDonald, C. E., and Drost, M. K., 1996,
‘‘Effects of Heat Flux on Two-Phase Flow Characteristics of Refrigerant Flows
in a Micro-Channel Heat Exchanger,’’National Heat Transfer Conference, 7,
HTD-329, pp. 167–178.

@18# Tran, T. N., Wambsganss, M. W., and France, D. M., 1996, ‘‘Small Circular-
and Rectangular-Channel Boiling With Two Refrigerants,’’ Int. J. Multiphase
Flow, 22~3!, pp. 485–498.

@19# Ravigururajan, T. S., 1998, ‘‘Impact of Channel Geometry on Two-Phase Flow
Heat Transfer Characteristics of Refrigerants in Microchannel Heat Exchang-
ers,’’ ASME J. Heat Transfer,120, pp. 485–491.

@20# Yan, Y., and Lin, T., 1998, ‘‘Evaporation Heat Transfer and Pressure Drop of
Refrigerant R-134a in a Small Pipe,’’ Int. J. Heat Mass Transfer,41, pp. 4183–
4194.

@21# Kamidis, D. E., and Ravigururajan, T. S., 1999, ‘‘Single and Two-Phase Re-
frigerant Flow in Mini-Channels,’’Proceedings of 33rd National Heat Transfer
Conference, ASME, New York.

@22# Lin, S., Kew, A., and Cornwell, K., 1999, ‘‘Two-Phase Evaporation in a 1 mm
Diameter Tube,’’Proceedings of 6th UK Heat Transfer Conference.

@23# Mudawar, I., and Bowers, M. B., 1999, ‘‘Ultra-High Critical Heat Flux~CHF!
for Subcooled Water Flow Boiling—I: CHF Data and Parametric Effects for
Small Diameter Tubes,’’ Int. J. Heat Mass Transfer,42, pp. 1405–1428.

@24# Bao, Z. Y., Fletcher, D. F., and Haynes, B. S., 2000, ‘‘Flow Boiling Heat
Transfer of Freon R11 and HCFC123 in Narrow Passages,’’ Int. J. Heat Mass
Transfer,43, pp. 3347–3358.

@25# Lakshminarasimhan, M. S., Hollingsworth, D. K., and Witte, L. C., 2000,
‘‘Boiling Incipience in Narrow Channels,’’Proceedings of the ASME Heat
Transfer Division 4, HTD-Vol. 366–4, pp. 55–63.

@26# Jiang, L., Wong, M., and Zohar, Y., 2001, ‘‘Forced Convection Boiling in a
Microchannel Heat Sink,’’Journal of Microelectromechanical Systems, 10~1!,
pp. 80–87.

@27# Kandlikar, S. G., Steinke, M. E., Tian, S., and Campbell, L. A., 2001, ‘‘High
Speed Photographic Observation of Flow Boiling of Water in Parallel Min-
ichannels,’’35th Proceedings of National Heat Transfer Conference, ASME,
New York.

@28# Kim, J., and Bang, K., 2001, ‘‘Evaporation Heat Transfer of Refrigerant R-22

Journal of Heat Transfer AUGUST 2004, Vol. 126 Õ 525

Downloaded 06 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



in Small Hydraulic-Diameter Tubes,’’4th Proceedings of International Con-
ference on Multiphase Flow, Efstathios E. Michaelides, ed.

@29# Koizumi, Y., Ohtake, H., and Fujita, Y., 2001, ‘‘Heat Transfer and Critical Heat
Flux of Forced Flow Boiling in Vertical-Narrow-Annular Passages,’’Proceed-
ings of the ASME International Mechanical Engineering Congress and Expo-
sition, ASME, New York.

@30# Lee, H. J., and Lee, S. Y., 2001, ‘‘Heat Transfer Correlation for Boiling Flows
in Small Rectangular Horizontal Channels With Low Aspect Ratios,’’ Int. J.
Multiphase Flow,27, pp. 2043–2062.

@31# Lin, S., Kew, A., and Cornwell, K., 2001, ‘‘Flow Boiling of Refrigerant R141B
in Small Tubes,’’Transactions of IChemE 79, Part A, pp. 417–424.

@32# Hetsroni, G., Mosyak, A., Segal, Z., and Ziskind, G., 2002, ‘‘A Uniform Tem-
perature Heat Sink for Cooling of Electronic Devices,’’ Int. J. Heat Mass
Transfer,45, pp. 3275–3286.

@33# Qu, W., and Mudawar, I., 2002, ‘‘Prediction and Measurement of Incipient
Boiling Heat Flux in Microchannel Heat Sinks,’’ Int. J. Heat Mass Transfer,
45, pp. 3933–3945.

@34# Warrier, G. R., Pan, T., and Dhir, V. K., 2002, ‘‘Heat Transfer and Pressure
Drop in Narrow Rectangular Channels,’’ Exp. Therm. Fluid Sci.,26, pp. 53–
64.

@35# Yen, T.-H., Kasagi, N., and Suzuki, Y., ‘‘Forced Convective Boiling Heat
Transfer in Microtubes at Low Mass and Heat Fluxes,’’Symposium on Com-
pact Heat Exchangers on the 60th Birthday of Ramesh K. Shah, pp. 401–406.

@36# Yu, W., France, D. M., Wambsganss, M. W., and Hull, J. R., 2002, ‘‘Two-
Phase Pressure Drop, Boiling Heat Transfer, and Critical Heat Flux to Water in
a Small-Diameter Horizontal Tube,’’ Int. J. Multiphase Flow,28, pp. 927–941.

@37# Zhang, L., Koo, J.-M., Jiang, L., and Asheghi, M., 2002, ‘‘Measurements and
Modeling of Two-Phase Flow in Microchannels With Nearly Constant Heat
Flux Boundary Conditions,’’Journal of Microelectromechanical Systems,
11~1!, pp. 12–19.

@38# Faulkner, D. J., and Shekarriz, R., 2003, ‘‘Forced Convective Boiling in Mi-
crochannels for kW/cm2 Electronics Cooling,’’Proceedings of ASME Summer
Heat Transfer Conference, ASME, New York.

@39# Hetsroni, G., Mosyak, A., Segal, Z., and Pogrebnyak, E., 2003, ‘‘Two-Phase
Flow Patterns in Parallel Microchannels,’’ Int. J. Heat Mass Transfer,29, pp.
341–360.

@40# Kuznetsov, V. V., Dimov, S. V., Houghton, P. A., Shamiraev, A. S., and Sunder,
S., 2003, ‘‘Upflow Boiling and Condensation in Rectangular Minichannels,’’
First International Conference on Microchannels and Minichannels, ASME,
New York.

@41# Lee, P. C., Li, H. Y., Tseng, F. G., and Pan, C., 2003, ‘‘Nucleate Boiling Heat
Transfer in Silicon-Based Micro-Channels,’’Proceedings of ASME Summer
Heat Transfer Conference, ASME, New York.

@42# Lee, P.-S., and Garimella, S. V., 2003, ‘‘Experimental Investigation of Heat
Transfer in Microchannels,’’Proceedings of ASME Summer Heat Transfer
Conference, ASME, New York.

@43# Molki, M., Mahendra, P., and Vengala, V., 2003, ‘‘Flow Boiling of R-134A in

Minichannels With Transverse Ribs,’’First International Conference on Mi-
crochannels and Minichannels, ASME, New York.

@44# Park, K. S., Choo, W. H., and Bang, K. H., 2003, ‘‘Flow Boiling Heat Transfer
of R-22 in Small-Diameter Horizontal Round Tubes,’’First International Con-
ference on Microchannels and Minichannels, ASME, New York.

@45# Qu, W., and Mudawar, I., 2003, ‘‘Flow Boiling Heat Transfer in Two-Phase
Micro-Channel Heat Sinks.—I. Experimental Investigation and Assessment of
Correlation Methods,’’ Int. J. Heat Mass Transfer,46, pp. 2755–2771.

@46# Wu, H. Y., and Cheng, P., 2003, ‘‘Liquid/Two-Phase/Vapor Alternating Flow
During Boiling in Microchannels at High Heat Flux,’’ Int. Commun. Heat
Mass Transfer,30~3!, pp. 295–302.

@47# Steinke, M. E., and Kandlikar, S. G., 2004, ‘‘Control and Effect of Dissolved
Air in Water During Flow Boiling in Microchannels,’’ Int. J. Heat Mass Trans-
fer, 47, pp. 1925–1935.

@48# Shah, R. K., and London, A. L., 1978, ‘‘Laminar Flow Forced Convection in
Ducts,’’ Supplement 1 toAdvances in Heat Transfer, Academic, New York.

@49# Steinke, M. E., and Kandlikar, S. G., 2003, ‘‘Flow Boiling and Pressure Drop
in Parallel Flow Microchannels,’’Proceedings of 1st International Conference
on Minichannels and Microchannels, ASME, New York, pp. 567–579.

@50# Kandlikar, S. G., and Steinke, M. E., 2001, ‘‘High Speed Photographic Inves-
tigation of Liquid-Vapor Interface and Contact Line Movement During CHF
and Transition Boiling,’’Proceedings of International Mechanical Engineering
Congress and Exposition, ASME, New York.

@51# Kandlikar, S. G., and Steinke, M. E., 2002, ‘‘Contact Angles And Interface
Behavior During Rapid Evaporation of Liquid on a Heated Surface,’’ Int. J.
Heat Mass Transfer,45, pp. 3771–3780.

@52# Kandlikar, S. G., 1991, ‘‘Development of a Flow Boiling Map for Subcooled
and Saturated Flow Boiling of Different Fluids in Circular Tubes,’’ ASME J.
Heat Transfer,113, pp. 190–200.

@53# Kandlikar, S. G., 1990, ‘‘A General Correlation for Two-Phase Flow Boiling
Heat Transfer Coefficient Inside Horizontal and Vertical Tubes,’’ ASME J.
Heat Transfer,112, pp. 219–228.

@54# Kandlikar, S. G., and Steinke, M. E., 2003, ‘‘Predicting Heat Transfer During
Flow Boiling In Minichannels and Microchannels,’’ ASHRAE Trans.,109~1!,
pp. 1–9.

@55# Kandlikar, S. G., and Balasubramanian, P., 2003, ‘‘Extending the Applicability
of the Flow Boiling Correlation to Low Reynolds Number Flows in Micro-
channels,’’Proceedings of First International Conference on Microchannels
and Minichannels, S. G. Kandlikar, ed., ASME, New York.

@56# Wu, H. Y., and Cheng, P., 2003, ‘‘Visualization and Measurements of Periodic
Boiling in Silicon Microchannels,’’ Int. J. Heat Mass Transfer,46~14!, pp.
2603–2614.

@57# Brutin, D., Topin, F., and Tadrist, L., 2003, ‘‘Experimental Study of Unsteady
Convective Boiling in Heated Minichannels,’’ Int. J. Heat Mass Transfer,
46~16!, pp. 2957–2965.

@58# Pettersen, J., 2004, ‘‘Flow Vaporization of CO2 in Microchannel Tubes,’’ Exp.
Therm. Fluid Sci.,28~2–3!, pp. 111–121.

526 Õ Vol. 126, AUGUST 2004 Transactions of the ASME

Downloaded 06 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Chris Philpott

Joe Deans

Department of Mechanical Engineering,
University of Auckland,

New Zealand

The Condensation of
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The heat transfer rates that develop when ammonia water mixtures condense within a
small, un-vented, horizontal, shell and tube condenser are examined. The vapor flow
within the condenser was constrained by baffles and the condensate created formed a pool
that flowed along the base of the condenser. During the test program the inlet ammonia
vapor concentration to the condenser varied from 0 to 10 wt % and the maximum local
vapor concentration measured was 26 wt %. The experimental results demonstrate that
the condensation heat transfer rates generally decrease with increasing ammonia concen-
tration, however at low ammonia concentrations (,2 wt %) the local and overall heat
transfer rates for the condenser were enhanced. When the ammonia concentration was
0.9 wt %, the vapor heat transfer rate was 34 percent greater than that predicted by the
Nusselt analysis for steam at the same conditions. This enhancement is attributed to the
disturbed morphology of the condensate film, created by Marangoni instabilities.
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Introduction
Ammonia-water mixtures are an industrially important working

fluid, used in absorption refrigeration systems and in some new
types of power cycles such as the those developed by Kalina@1#.
The design of these cycles requires detailed knowledge of the
mixture’s behavior during a phase change. This information is
particularly important for the condensation process since the per-
formance of the entire system is dependent on the successful op-
eration of the condenser.

There is, however, little experimental data concerning the con-
densation of ammonia-water mixtures. Two of the more signifi-
cant studies were those of Domingo et al.@2# and Morrison et al.
@3#. Domingo conducted a series of condensation experiments us-
ing an ammonia-water mixture~90 percent ammonia, 10 percent
water!on the outside of a cooled vertical tube. At this concentra-
tion it was found that there was a significant degradation in the
condensation heat transfer coefficient, especially at low thermal
driving forces. The results from this experimental study were suc-
cessfully interpreted by Pancal et al.@4# using a film model. In the
study by Morrison@3,5# the ammonia water vapours flowing down
a vertical duct were condensed on a short horizontal tube. This
simple geometry was selected to ensure that the transport mecha-
nisms participating in the process could be studied without the
complication of an entire condenser. The maximum ammonia va-
por concentration investigated in this facility was 30 wt %, and
much lower than that normally employed in a Kalina cycle.

Morrison’s @3# observations did demonstrate that the conden-
sate films which formed were neither a smooth nor continuous
along the axis of the tube. The results from these tests also showed
that at low ammonia concentrations there was an overall increase
in the heat transfer rates from the vapor compared to that found
for steam condensation. When the ammonia concentration was
between 0.22 percent and 0.7 percent, the vapor heat transfer co-
efficients were increased by 13 percent. Morrison also proposed

that the nonsmooth films were created by Marangoni effects at the
interface between the diffusion layer and the condensate film.
Some credence to this proposal was given in the subsequent work
by Morrison et al.@6# which used small concentrations of methy-
lamine, and the subsequent work by Deans et al.@7#, which com-
pared the condensation heat transfer enhancements found when
small concentrations ammonia, methylamine and trimethylamine
were added to steam. All of these tests were performed on the
same test rig operating at similar conditions. Most of the thermal
properties for these secondary vapors additives are similar, the
main difference being the values for surface tension.

The work described below extends the earlier work on the con-
densation of ammonia water vapors by investigating the conden-
sation rates found in a simple horizontal shell and tube condenser
when there was a range of inlet ammonia concentrations. Particu-
lar attention was paid to the concentration range where the heat
transfer enhancement found by Morrison was most likely to occur.

Experimental Method
The test condenser which is schematically shown in Fig. 1. was

located in the closed stainless steel circuit that contained a circu-
lation pump accumulator and evaporator. This circuit is described
in greater detail by Morrison@5# and Philpott@8#. The condenser
consists of a 700 mm long, 150 mm diameter, stainless steel shell
and a horizontal, 20 mm diameter, stainless steel condenser tube
arranged in a counter flow, single tube and shell pass configura-
tion. The direction of the condensate flow was similar to the vapor
flow and opposite to that of the coolant flow. The shell~vapor!
side was divided into six sections by a series of baffles, which
produced an approximate cross-flow vapor flow pattern. Vapor
composition, temperature, and pressure were measured at several
points along the condenser shell and sight glasses enabled the
condensation process to be observed visually. The tube was instru-
mented with three thermocouples embedded in the tube wall equi-
distant along its length. During each test the tube was rotated
through 360 deg to enable circumferential surface temperature
measurements to be made. Thermistors positioned along the
length of a twisted tape insert inside the tube measured the tem-
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perature profile of the cooling water. This information when com-
bined with the cooling water flow rate provided an estimate of the
energy transferred to each section of the condenser tube. The am-
monia concentrations at each section were measured by collecting
samples of the vapor, cooling the sample and then titrating the
solution. It should also be noted that this condenser operated as a
total condenser and only a very small quantity of vapor was
purged before each test to remove any accumulated noncondens-
able gas. The mass flow rate of the fluid circulating in the closed
loop of the test circuit was obtained from flow meters in the con-
densate line.

During the condenser tests the tube wall temperature in con-
denser sections 2, 4, and 6~see Fig. 1!. Was measured at 30 deg
intervals around the circumference of the tube. The average exter-
nal tube surface temperature (T̄w,o) for each section was then
calculated using the average tube wall temperature (T̄w), the cor-
responding cooling water energy balance (Qcw) and an estimate
of the thermal resistance between the tube wall thermocouple and
the tube surface~R!. ~Eq. ~1!!. The average condensation heat
transfer coefficient (h̄w,o) for each section of the condenser tube
was then calculated using Eq.~2!. This method was verified by the
experimental

T̄w,o5T̄w1
Qcw

R
(1)

h̄w,o5
Qcw

Aw,o•~Tv,`2T̄w,o!
(2)

results found during the commissioning tests using steam where
there was good agreement with the predictions from the Nusselt’s
theory.

The experimental condensation heat transfer coefficients pro-
duced in the ammonia water tests were compared to both Nus-
selt’s theory of condensation~Eq. ~3!! and

h̄Nu50.728•S kl
3
•g•r l•~r l2rv!•hf g

m l•~Tv,`2T̄w,o!•D
D 0.25

(3)

the numerical binary condensation model of the condenser. The
theoretical results calculated using Nusselt’s theory of condensa-
tion were evaluated using the properties for steam at the same
vapor saturation temperature as that of the binary vapor and at a
uniform outside wall temperature equal to the experimental aver-
age outside wall temperature.

The test data reduction scheme relies on accurate test measure-
ment and all of the instrumentation used in the test program was
calibrated against New Zealand Standard instruments. The errors
associated with raw measurement and the derived data are given
below:

Raw Data Thermocouple temperatures 60.2°C
Thermistor temperatures 60.02°C
Cooling water flow rates 60.004 kg•/s
Ammonia concentration 63 percent of

measurement
Derived
values

Energy Flows 62.5 percent

Heat Transfer Coefficients 66 percent

All of the condensation experiments were carried out using a con-
stant cooling water flow rate, cooling water inlet temperature and
condenser heat load. The tests were characterized by relatively
low bulk vapor velocities and low Reynolds numbers. Vapor ve-
locities within the condenser ranged from near static to 0.6 m/s,
producing vapor Reynolds numbers, based on tube diameter, be-
tween 30 and 400. In the Binary condensation tests the inlet vapor
ammonia concentration was varied from 0 to almost 10 wt %.
These tests were characterized by moderate liquid Prandtl num-
bers, 2,Prl,5, low modified liquid Jacob numbers, 0.02,Jal
,0.04 and relatively low liquid Reynolds numbers, 20,ReD,l
,60. While the tests were concerned with the condensation of
mixtures rather than pure vapors, the nondimensional numbers
listed above indicate that Nusselt’s analysis could be applied to
the condensate film without consideration of interfacial shear
stress, inertial forces and energy convection.

Model
The one-dimensional model of the condenser was based on a

mass and energy balance within each of the six vapor-side sec-
tions. In each section the properties of the condensate pool and
vapor were considered constant and the changing temperature of
the coolant was incorporated by subdividing the tube in each sec-
tion into three sequential segments and performing balances on
each. A greater number of segments did not noticeably increase
the accuracy and for most of the test simulations the change was
less than 0.5°C per segment. The mass and energy transfer pro-
cesses were driven by the condensation of the binary vapor mix-

Fig. 1 Schematic of ammonia-water test condenser
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ture at the tube surface and along with condensation/ammonia
re-evaporation processes at the surface of the condensate they
form the main components of the model.

The condensation model was based on the theory of Colburn
and Drew@9# who considered the ‘‘point’’, or initial condensation
of miscible binary vapours, on a vertical surface. Their model
assumed that mass transfer existed only in the direction normal to
the vapor-liquid interface and implied that the composition of the
condensate was determined by condensation at that point alone.
Furthermore, they postulated that at the vapor-liquid interface, the
local liquid and vapor compositions could be approximated by
static equilibrium conditions. They used the vapor side diffusional
mass transfer resistance, derived from Ficks Law, together with
the boundary conditions for the vapor film implied by the assump-
tion of static equilibrium at the interface to derive the molar flux
(ṅ) towards the condensate film~Eq. ~4!!.

ṅ5
D12cv

dv
• lnU Ṅ1

Ṅ
2vv,`

Ṅ1

Ṅ
2vv,i

U (4)

The energy transferred at the condensate/vapor interface is the
summation of the heat transferred by the sensible cooling of the
vapor and the latent heat of condensation. This energy transfer is
given by Eq.~5!, which also includes the Ackermann correction
factor ~a!. This energy transfer through the diffusion layer equals
that conducted through the condensate film, Eq.~6!. The tempera-
ture and composition at the vapor-liquid interface can then be
determined by iteration of Eq.~5! and Eq.~6!.

q5qs1qlv5hv•~Tv,`2Ti !•F a

12e2aG1hlv•
D12cv

dv

• lnU Ṅ1

Ṅ
2vv,`

Ṅ1

Ṅ
2vv,i

U (5)

q5hl•~Ti2Tw,o! (6)

A similar set of equations were used in the model to determine the
energy balance in the condensate pool of each section. The mass
transfer to the pool in each section was calculated from the global
balance of vapor condensing on the pool surface, the addition of
condensate from the tube above and the bulk re-evaporation of
ammonia. The ammonia evaporation was required to maintain
thermodynamic equilibrium with the vapor space. The initial mass
fraction of the ammonia in the pool at entry to each section was
equal to that leaving the previous section and it was further as-
sumed that there were no concentration gradients in the pool.

The modeling of the vapor flows along the condenser was sim-
plified because of the low vapor velocities and the ability to ig-
nore the pressure drops between sections. In the last section of the
condenser there is no exit for the vapor and consequently the mass
flow rate of binary vapor entering the condenser was equal to the
total flow of condensate from the condenser. This criterion was
used as a check on the performance of the model. The implemen-
tation of this model depends on accurate property values for the
ammonia water mixtures. The AWMix library subroutine@10#
within an EES computer program was used to generate this data.
A more complete description of the model together with further
details of the experimental apparatus and procedures can be found
in Philpott @8#.

It should be noted that currently there is no complete theory to
predict the heat transfer coefficients of disturbed binary conden-
sate films. The model therefore predicted the condensate film heat
transfer coefficient using Nusselt’s theory, which presumes a

smooth, laminar condensate film. This approach highlighted the
difference between smooth and nonsmooth binary condensate film
behavior.

Commissioning
The condenser was commissioned using steam and the operat-

ing parameters for these tests were described earlier. Some of the
results from these tests are presented in Fig. 2 where the results
are presented to show the local convective heat transfer coeffi-
cients found when the condenser was tested at three different
loads. These results demonstrate that the heat transfer coefficient
is slightly higher at the cooling water outlet end of the tube, re-
flecting the higher tube surface temperature, and, hence, lower
outside wall to vapor temperature difference. These trends follow
the prediction from the Nusselt film condensation theory~Eq. ~3!!,
whereh̄}(Ts2T̄w,o)21/4. Figure 2 also shows that the condensa-
tion heat transfer coefficient decreases with increasing tube heat
load due to the increase in the condensate film thickness that
occurs with increasing heat flux.

There is good agreement between the experimental results and
the prediction of both the Nusselt analysis~Eq. ~3!! and the nu-
merical model. The comparison with Eq.~3! is given in the insert
in Fig. 2. The computer model of the condenser was used in these
conditions by assuming that the ammonia inlet mass fraction was
very low (5* 1025) and the success of this comparison generally
validates that the overall structure of the model.

Results and Discussion
In the ammonia-water condensation experiments the inlet vapor

ammonia concentration was varied from 0 to almost 10 wt %. The
vapor concentration increased along the condenser from inlet to
condensate outlet and in this region the maximum mass fraction
measured was 26 percent. In all of these tests the average outside
tube wall temperatures was significantly below the bubble point of
the mixture~.5°C!. This along with the results from the numeri-
cal model indicated that local total condensation occurred along
the length of the tube in all of the tests. The condition of local
total condensation implied that the local condensate concentration
and vapor-liquid interface temperature were equal to the bulk va-
por concentration and bubble point temperature, respectively.
Within this environment the pool of condensate in the bottom of
the condenser acted to re-establish equilibrium conditions with the
bulk vapor. During this process relatively high concentration am-
monia vapor was emitted from the pool, enriching the bulk vapor
stream with ammonia and producing a general increase in the bulk
vapor ammonia concentration from vapor inlet to condensate out-

Fig. 2 Condensation heat transfer coefficient at various tube
heat loads. „Inset shows experimental results relative to Nus-
selt analysis „Eq. 3….…
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let. Figure 3 shows the increase in the vapor ammonia concentra-
tion from vapor inlet to condensate outlet, for the range of vapor
inlet concentrations experimentally investigated.

When condensation takes place on a horizontal tube a distinct
circumferential temperature gradient develops on the surface
@11,12#. The magnitude of this variation largely depends on the
ratio of the external and internal heat transfer coefficients. Within
this experimental program the high thermal resistance of the 2.5
mm thick stainless steel tube wall produced a relatively low heat
transfer coefficient between the outer tube surface and the bulk
coolant. Thus for the steam tests and the ammonia water tests with
the lowest concentration, a relatively strong temperature gradient
was measured around the tube wall. As the ammonia concentra-
tion increased, the outside heat transfer coefficient was markedly
reduced by the vapor diffusion layer that blanketed the tube. The
circumferential tube wall temperature variation therefore tended
to be reduced at high vapor ammonia concentrations, as shown in
Fig. 4. Memory and Rose@11# have demonstrated that local varia-
tions in both surface temperature and heat flux have negligible
effect on the mean heat transfer coefficient calculated at the aver-

age tube surface temperature. Consequently, all of the mean heat
transfer coefficients found in this test program were calculated at
the average tube surface temperature using the experimental
method described earlier.

The experimental condensation heat transfer coefficients found
in each section of the condenser are given in Fig. 5. where the
general decrease in the coefficient with increasing ammonia con-
centration is evident. The values for the condensation heat transfer
coefficient calculated using the numerical model are also super-
imposed on Fig. 5. At relatively high ammonia concentrations
there is good agreement between the model’s predictions and the
experimental results. However at low concentrations the experi-
mental heat transfer coefficients were generally higher than those
predicted by the film model with a maximum difference of ap-
proximately 80 percent occurring at a vapor concentration of 0.9
wt % ammonia.

An alternative comparison of these results is given in Fig. 6
where the sectional condensation heat transfer results are com-
pared with Nusselt’s prediction for saturated steam calculated at
the experimental conditions. It can be seen that when the vapor
concentrations range between 0.3 and 2 wt % the experimental
heat transfer coefficient was greater than that predicted by the
Nusselt equation for condenser sections four and six by up to 34
percent. However, the heat transfer coefficient for section two of
the condenser tube generally remained at or below the Nusselt
prediction. This amomalous result was caused by a delay in the

Fig. 3 Condenser bulk vapor ammonia concentration. „Note
the Trend lines were derived from the numerical model and that
they are depicted as a continuous line for clarity. …

Fig. 4 Variation in tube wall temperature profile with ammonia
concentration. „The wall temperature around the circumference
of the tube has been normalized about the 180 deg tube wall
temperature, i.e., Tw,uÀTw,uÄ180 , to illustrate the tube wall tem-
perature profile at various ammonia concentrations more
clearly.…

Fig. 5 Sectional condensation heat transfer coefficients

Fig. 6 Ratio of sectional condensation heat transfer coeffi-
cient to Nusselt’s prediction
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axial growth of disturbed film in the early sections of the con-
denser. Condensate film disturbances were observed in section 2
at these ammonia concentrations; however, they preferentially de-
veloped at the edge of this section and therefore did not influence
the thermocouple embedded in the tube wall near the center of the
section. The measured enhancement in the condensation heat
transfer coefficient at low ammonia concentrations was compa-
rable with the earlier research of Morrison@3,5#. Morrison re-
corded a maximum enhancement of 13 percent at an ammonia
concentration of 0.88 wt %.

The overall tube condensation heat transfer coefficients for the
condenser found at various vapor inlet concentrations is given in
Fig. 7. The heat transfer coefficients were calculated by averaging
the sectional heat transfer coefficients on a tube area basis. The
results again demonstrate that the condensation heat transfer co-
efficient generally decreased with increasing concentration and
that at the highest ammonia concentrations investigated the nu-
merical model agreed well with the experimental results. When
the ammonia concentration of the inlet vapor was low the experi-
mental values were markedly greater than those predicted by the
model, with a maximum increase of approximately 40 percent
occurring at a vapor concentration of 0.5 wt % ammonia.

Figure 8 provides a comparison of the overall condensation
heat transfer coefficient results with Nusselt’s prediction for satu-
rated steam at the experimental conditions. The results show that
when the ammonia vapor concentrations range from 0.2 to 0.88

wt % the condensation heat transfer coefficient exceeds the values
predicted by the Nusselt solution. The maximum enhancement of
this coefficient 14 percent, develops when the vapor has an am-
monia concentration of 0.47 wt %. For inlet vapor concentrations
greater than 0.88 wt % the ratio of the experimental condensation
heat transfer coefficient to that predicted by Nusselt was less than
unity, with a minimum ratio occurring at the greatest inlet concen-
tration.

The changes in the value of overall condensation heat transfer
coefficient were reflected in changes to the condensers pressure,
as shown in Fig. 9. In the region of enhanced heat transfer~0.2–
0.7 wt % ammonia!the condenser pressure was slightly below
that recorded for steam, while further increases in the inlet ammo-
nia concentration produced a steady increase in the condenser
pressure.

The overall thermal resistance between the between the bulk
vapor and the wall is defined by Eq.~7! and the subdivision of this
resistance into its components

Ro5
~Tv2Tw,o!

q
(7)

namely the vapor and condensate film resistances provide further
insight into the condensation process. It was established earlier
that local total condensation occurred in all of the ammonia water
condensation tests and therefore the vapor-liquid interface tem-
perature could be assumed to be the bubble point temperature of
the mixture. When the interface temperature is known the indi-
vidual resistances of the vapor and condensate films could be
estimated using Eq.~8! and Eq.~9!, respectively.

Rv5
~Tv2Ti !

q
(8)

Rl5
~Ti2Tw,o!

q
(9)

Figure 10 shows the resistances of the vapor and condensate films
as a function of vapor ammonia concentration for both the experi-
ments and the numerical model. The values presented in the fig-
ures are the product of the resistance and the outside surface area
of the tube section and are therefore equivalent to the inverse of
the respective film heat transfer coefficients. These results show
that the resistance of the vapor film was strongly dependent on the
bulk vapor ammonia concentration, increasing rapidly with in-
creasing ammonia concentration. At the lowest ammonia concen-
trations investigated~0.3 wt %! the vapor film resistance was al-
most an order of magnitude less than the condensate film heat

Fig. 7 Average tube condensation heat transfer coefficient

Fig. 8 Ratio of overall condensation heat transfer coefficient
to Nusselt’s prediction

Fig. 9 Condenser pressure variation with inlet vapor ammonia
concentration
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transfer resistance, while at concentrations of 1–4 wt % they were
of a similar order. At higher ammonia concentrations the vapor
film resistance began to dominate.

While the model was in good agreement with the experimental
vapor film resistance the trends were quite different for the con-
densate film resistance. This was due to the fact that the model
used Nusselt theory~Eq. ~5!! to describe a smooth, laminar con-
densate film when the actual film was generally disturbed. The
series of tests described by Deans@7# has shown that surface
tension gradients at the vapor condensate interface are the most
likely cause of these disturbances. The disturbances evolve when
the surface tension in a local region increases with increasing film
thickness, liquid is drawn from surrounding regions that are thin-
ner and have lower surface tension. This reinforces the original
perturbation, resulting in a stable but unevenly thick film that can
be observed by the naked eye. This situation generally arises when
the more volatile component of a condensing binary vapor mix-
ture has the lower surface tension. This is certainly the case for
ammonia water mixtures where liquid ammonia has a surface ten-
sion less than a tenth of that for water at 100°C.

The films observed in these ammonia water condensation tests
could simply be classified as either smooth or turbulent banded in
nature. However, within the turbulent banded classification there
was a high degree of variation ranging from thin fast moving
bands with some evidence of the beginnings of pseudo-droplet
condensation to very broad slow moving bands. Figure 11 shows
the condensate film at three points along the condenser for various
ammonia concentrations.

The appearance of the condensate film was connected to the
value of the film’s thermal resistance. At low ammonia concentra-
tions, where the film was relatively smooth~i.e., section 2 when
the vapor concentration was less than 1 wt %!, the experimental
condensate film resistance was similar to the values predicted by
the numerical model. When the ammonia vapor concentration in-
creased the intensity of the film disturbances also appeared to
increase and the experimental condensate film resistance generally
decreased. The lowest film resistances were found to correspond
to the most vigorous turbulent banded films observed~see for
example Fig. 11~c!!. This enhancement in the condensate film heat
transfer is examined in further detail by Philpott and Deans@13#.
Further increases in the vapor ammonia concentration tended to
produce less disturbed condensate film behavior~see Figs. 11~i!
and 11~l!!resulting in relatively high condensate film resistances
at high ammonia concentrations~,10 wt %!. In this region the
thermal resistance of the condensate film was less than that of the
diffusion layer, and the effects that the disturbed condensate film
created, were minimalized. It is this region that the film models
normally used to analyze binary condensation become realistic.

It is notable that the condensate film heat transfer resistance
became greater than that calculated by the model for a smooth
film when the concentration was greater than 10 wt %. It seems
somewhat of a paradox that disturbed condensate films could dis-
play higher heat transfer resistances than smooth films, however it
is postulated that circumferential surface tension gradients may
have caused a general thickening of the condensate film around
the tube and hence an increase in the resistance of the condensate
film. Although, to the best of the author’s knowledge, this phe-
nomenon has not previously been reported during binary conden-
sation, the thickening of binary liquid films flowing down distil-
lation columns has been attributed to surface tension gradients
@14,15#.

A further point of interest is that the development of condensate
film disturbances was somewhat delayed in the early sections of
the condenser. This can clearly be seen in Fig. 6, where the heat
transfer ratio for section 2 of the condenser remained relatively
low at ammonia concentrations where peak enhancements oc-
curred in condenser sections 4 and 6. Condensate film distur-
bances were observed in section 2, but at these low ammonia
concentrations the disturbances were restricted to the edge of the
section~see Figs. 11~a!and 11~d!!. At low ammonia vapor con-
centrations the condensate film immediately above the thermo-
couple appeared smooth and consequently the average tube sur-
face temperature measured in this section may not be a
representative value. Thus, due to the geometry of the instrumen-
tation, the experimental results tended to exaggerate the seeming
lack of disturbances in section 2 of the condenser. It should be
noted that the onset of Marangoni disturbances was not he focus
of the present research and the test rig was therefore not suitably
instrumented to give an insight into the mechanisms at work dur-
ing the development of the Marangoni effect during binary con-
densation. Nevertheless, why the development of the condensate
film disturbances was retarded in the early sections of the con-
denser is unknown. The onset of the Marangoni effect and the
effect of thermal driving force during the condensation of ammo-
nia water mixtures are currently being studied in detail by Korte
et al. @16,17#.

Conclusions
The commissioning of the simplified shell and tube test con-

denser was conducted using steam. The results from these com-
missioning tests were successfully compared with both the Nus-
selt equation and parts of the binary condensation model that was
developed to help interpret the test data. When weak ammonia
water vapors were injected into the condenser the test results gen-
erally show that the condensation heat transfer coefficient is lower
than that found for steam and that this coefficient normally de-
creases with increasing ammonia concentration. When the bulk
ammonia concentration is greater than 18 percent the heat transfer
coefficient is only 20 percent of that predicted for steam at the
same operating condition. At these high concentrations the results
from the computer model are similar to those found in the tests.
This agreement suggests that the use of a film model will become
a realistic approach to the modelling of ammonia-water condens-
ers at higher concentrations~,10 wt %!. In these regions the dif-
fusion layers thermal resistance will be larger than that associated
with the condensate film. Some confidence in the model can be
gained from its predictions regarding the increase in the ammonia
concentration along the length of the unvented condenser.

The condensate films that evolved in most of the tests appeared
to have a disturbed surface. At very low ammonia concentrations
the films were less disturbed but they were not as smooth as the
films found when steam condenses. It is believed that the dis-
turbed films are responsible for the enhanced heat transfer rates
that develop at low ammonia vapor concentrations. When the va-
por’s ammonia concentration is less than 2 percent, the experi-
mentally found heat transfer coefficients are greater than those
found for steam. These coefficients were enhanced by 34 percent

Fig. 10 Vapor and condensate film resistances
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when the ammonia concentration was 0.9 wt %. The source of
these disturbances is believed to be surface tension instabilities at
the vapor/condensate interface.

The analysis of the test conditions confirmed that total local
condensation took place on the condensate surface. It is therefore
possible to identify the component vapor and film resistance’s that
developed in each test, assuming that the condensate film was
‘‘idealized’’ as smooth and continuous. At low concentrations~.5
wt %! the computer model demonstrated that condensate film will
be the dominant resistance. When the vapors ammonia concentra-

tion is higher than this value the resistance associated with the
vapor film will become more important and this is the condition
normally considered in binary condensation. When the vapor and
condensate thermal resistance values are derived from the experi-
mental results the values found for the condensate film resistance
was lower than that predicted for the ‘‘idealized’’ binary mixture.
These reduced values support the argument that the disturbed film
is responsible for the enhanced rates of heat transfer and the de-
scription assists in defining the limited region of the enhancement.

Fig. 11 „a–l… The condensate film at various vapor ammonia concentrations and positions within the con-
denser „leftÄsection 6, middle Äsection 4, right Äsection 2…
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Nomenclature

a 5 Ackermann factor,
A 5 area, m2

c 5 molar concentration, mol/m3

D12 5 Diffusion coefficient, m2/s
g 5 gravitational acceleration~9.81!, m/s2

h 5 heat transfer coefficient, W/m2 K
hf g 5 latent heat of condensation~steam!, kJ/kg
hlv 5 latent heat of condensation~binary mixture!, kJ/kg
Ja 5 Jacob number
k 5 conductivity, W/m K
ṅ 5 molar flux relative to fixed axes, mol/m2 s
Ṅ 5 molar flow rate, mol/s
Pr 5 Prandtl number
Q 5 total heat transfer, W
q 5 heat flux, W/m2

R 5 thermal resistance, K/W
Re 5 Reynolds number
T 5 temperature, K

wt % 5 weight percent

Greek Symbols

d 5 film thickness, m
r 5 density, kg/m3

m 5 viscosity, N s/m2

v 5 molar fraction, mol/mol

Superscripts and subscripts

¯ 5 average
w 5 wall
o 5 outside

cw 5 cooling water
Nu 5 according to Nusselt theory

l 5 liquid
v 5 vapor
` 5 bulk condition
i 5 interface
s 5 sensible heat
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A Dual-Scale Computational
Method for Correcting Surface
Temperature Measurement Errors
The present paper addresses the measurement errors in temperature due to the effects of
surface-mounted temperature sensors like thermocouples. Heat conduction into or from
the installed thermocouple wires can alter the temperature at the thermocouple junction
as well as in its immediate vicinity. As a result, the emf appearing at the thermocouple
terminals does not correspond to the actual surface temperature. In this paper, we present
a dual-scale computational method that can be used to calculate the transient tempera-
tures at the multiple thermocouple junctions during heating or cooling of an object. The
basis of the method is a thermocouple submodel embedded in a FEM model for the parent
object. The numerical results of the dual-scale computational model are compared with
that of the conventional FEM models as well as the analytical solutions available. This
paper also discusses the characteristics of surface-mounted thermocouples in a range of
configurations. @DOI: 10.1115/1.1773585#

Keywords: Heat Transfer, Measurement Techniques, Numerical Methods, Thermocouples

Introduction
Surface-mounted thermocouple installation is a very convenient

technique to obtain the surface temperature@1,2#. Interior tem-
peratures are usually used in the inverse heat transfer calculation
for determining the surface heat transfer coefficients of an object
in heating or cooling.@1–11#. Minimum time lagging and there-
fore better solution stability can be achieved when surface tem-
peratures are used@1,4–11#. However, there are several important
issues that need to be resolved for surface-mounted thermocouples
to ensure that they produce accurate temperature measurements.
To facilitate the discussion, it is important to recognize that ther-
mocouples can be installed on the surface in at least two common
configurations; namely bead-type junctions and the intrinsic junc-
tion ~Fig. 1!. In the latter approach two dissimilar thermocouple
wires are usually spot-weld directly onto the surface; with the
spacing between the junctions ranging between one to two wire
diameters~Saraf @1#, Park et al.@3#!. Since the junctions lie di-
rectly on the object surface, the temperature appearing at the ther-
mocouple junction is usually thought to be the actual surface tem-
perature. Nonetheless there are errors in the measured temperature
using intrinsic or bead junctions@5,12,13#. Essentially, heat con-
duction into or from the attached thermocouple wires can alter the
temperature at the thermocouple junction as well as in its imme-
diate vicinity. It is believed that such error is a more serious prob-
lem in applications involved high rate of heating or cooling. For
instance, the high heating/cooling rate in laser processing and
dilatometry tests can be as high as a thousand degrees per second.
The accuracy of measured temperature is important for assessing
the rapid microstructural changes@14#.

A number of methods and simplifications have been utilized in
modeling the transient thermal response of surface-mounted ther-
mocouples@13,15–18#; a review is furnished in@5#. One of the
authors developed an embedded submodel for calculating the tran-
sient temperature at the intrinsic thermocouple junction@5#. The
present paper reports the study on general characteristics of the
surface-mounted thermocouples based on a combination of the
thermocouple submodel and the FEM modeling in a dual-scale

computational approach. The numerical results of the dual-scale
computational model are compared with those of the conventional
FEM models as well as the analytical solutions available.

Dual-Scale Computational Method
A schematic of intrinsic surface-mounted thermocouples is

shown in Fig. 1. In practice, thermocouple wire is usually very
thin ~with a radius typically less than 0.5 mm! compared to the
radius of curvature on the parent object’s surface. Therefore, an
axi-symmetric model is a good approximation to the heat transfer
phenomena in the thermocouple wire and the material in the vi-
cinity of thermocouple junction. Because of the small size of the
thermocouple wire, the parent object does not feel the existence of
the thermocouple except in the immediate vicinity of the junction.
Indeed, the heat transfer analysis in the parent object is carried out
without considering the existence of thermocouples. In the imme-
diate vicinity of the junction, the multi-dimensional nature of the
heat transfer becomes more apparent.

The calculation of the detailed multi-dimensional distribution
of temperature close to the junction calls for an analysis in a
region whose size is comparable to the length scale of the junc-
tion. One such model of small length scale is depicted in Fig. 2,
which is one half of an axisymmetric model. The model consists
of two portions; the first one is the body of thermocouple wire and
the second portion is a finite volume of the parent object in the
vicinity of the junction. When the parent object is subjected to a
changing temperature, so is the submodel. The top surface of the
submodel~parent object and the thermocouple wire! is exposed to
the environment~see Fig. 2!. As discussed earlier, the temperature
at a location away from the immediate vicinity of the junction is
assumed not to be significantly affected by the presence of the
thermocouple. Thus, the material along the lower and right bound-
aries of the model should have the same temperature as that in the
object assuming no disturbance from the thermocouple. These un-
disturbed temperatures can be calculated easily with the FEM
model if the rate of heat transfer on the surface of parent object is
known. The appropriate boundary conditions are also shown in
Fig. 2.

The dimensions of the submodel are normalized by the radius
of the portion of parent object in the submodel, as shown in Fig. 2.
The actual size of the submodel is determined by scaling on the
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diameter of the thermocouple wire. The submodel is superim-
posed at the actual location of surface-mounted thermocouples on
the parent object that does not include thermocouple in the FEM
mesh. Since the heat conduction in the thermocouple affects the
local temperature distribution, care must be taken to properly ac-
count for changes in thermal properties of both the parent material
and the thermocouple. It needs to be remarked that the thermo-
couple submodel can be placed at any location of the surface-
mounted thermocouples on the parent object; it does not necessar-
ily have to lie along the symmetric axis of the parent object.
Therefore, the proposed computational model has the great flex-
ibility of considering the multiple surface-mounted thermocouple
wires in two- or three-dimensional analysis. The computational
procedure follows the standard FEM time stepping technique in
which the time domain is subdivided into many small steps. At the

beginning of each time step, the temperature field throughout the
parent object in the absence of the thermocouples is obtained by
solving the heat transfer equations by FEM. The temperatures in
the thermocouple submodel~s! are then obtained from the parent
object by spatial interpolation. Actually, only those boundary
nodes with temperature-specified boundary conditions will carry
the interpolated temperatures. If applicable, the time-varying heat
transfer coefficient appears on the outer surface of the thermo-
couple submodel as well as of the parent object. A separate FEM
calculation is then carried out to determine the temperature field in
each of the thermocouple submodel~s!. At the completion of the
current step, the solutions for both the parent object and the ther-
mocouple submodel~s! are saved for the next time step. The com-
putational algorithm is implemented in the FEM-based software
system HOTPOINT@19#.

Evaluation of the Developed Method
In this section, the developed dual-scale computational method

is evaluated by comparing the numerical results with the analyti-
cal solutions available in the literature. Keltner and Beck@16#
obtained analytical solutions to the transient heat transfer prob-
lems of an intrinsic thermocouple attached to a substrate that ex-
periences a uniform temperature change. The thermocouple is per-
fectly insulted on lateral surface. The surface onto which the
thermocouple is installed is considered to be adiabatic@16#. The
solution of temperature at the junction,TJ , was obtained when
the entire object~substrate!experiences a unity step temperature
change. For the dimensionless timet5a1t/a2>0.1, the solution
of temperature,TJ , at the junction is given in@16# by F(t)51
2C1rer f c(C2At), where C15b/(8/p21b), C254/(8/p
1bp), rer f c(x)5exp(x2)(12erf(x)),b5K/AA, a5thermal dif-
fusivity of substrate,a5thermocouple wire radius,K5k2 /k1
~wherek5thermal conductivity! andA5a2 /a1 . Subscripts 1 and
2 represent parent object~substrate!and thermocouple, respec-
tively.

In order to evaluate the dual-scale computational method
against the above-mentioned analytical solutions, we examine the
case similar to that mentioned above@16#, in which the top surface
is adiabatic. However, instead of the entire substrate, only the
bottom surface is assumed to experience a step change of tem-
perature. In the case of constant thermal diffusivity, the tempera-
ture at the junction is given in@20# by the use of Duhamel’s
integral:

TJ~t!5D~0!F~t!1E
0

t

F~t2s!
dD~s!

ds
ds, (1)

whereD is the temperature disturbance at the junction;F is the
unsteady temperature at the junction resulting from a stepwise
unit disturbance~step response function!. The step responseF is
given in previous paragraph for the dimensionless timet
5a1t/a2.0.1. The temperature disturbance,D, is obtained by
considering a step temperature change appears on both surfaces of
a plate of thickness 2L. Assuming constant thermal conductivity
and constant heat capacity, the temperatureT(x,t) at any location
x measured from the centerline of the plate is given by@20#:

T~x,t !2Ts

To2Ts
52(

n50

`
~21!n

lnL
e2aln

2t coslnx, (2)

whereTo andTs are, respectively, the initial~uniform! and surface
temperature on the plate;a5thermal diffusivity, lnL5(2n
11)p/2, n50, 1, 2, 3, etc. The junction temperatureTJ(t) is thus
obtained by replacing the disturbance functionD in Eq. ~1! by the
temperatureT(0,t), of Eq. ~2!.

In the following numerical calculations, the bottom surface of
the thin plate is assumed to experience a step change of 100°C in
temperature. The thermocouple wire radius a50.1 mm, and the
plate thickness is 3 mm. The properties arek15k2510 w/m/k,
(rc)15(rc)2513106 J/m3/k; which corresponds tob51. Fig-

Fig. 1 Two types of junction for installing surface-mounted
thermocouples

Fig. 2 Embedded computational model for calculating the
temperature field in and around the thermocouple
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ure 3 shows the differences between the undisturbed surface tem-
perature (TU) and that at the junction (TJ) as computed by the
analytical solution, Eqs.~1! and~2! and the ‘‘conventional FEM’’
where the temperature is normalized by the temperature change of
100°C at the bottom surface of the substrate. In addition to the
analytical solution, this figure shows the results from the conven-
tional FEM model for three different lengths~L! of thermocouple.
A finite element analysis that incorporates the detailed thermo-
couple model with the parent material will be referred to as a
‘‘conventional FEM’’ model throughout the present paper. The
grid of one such FEM models, corresponding to a thermocouple
length L51.9 mm, is shown in Fig. 4~a! where a fine mesh is
used in the vicinity of thermocouple junction for better solution

accuracy. The thermocouple junction is represented by the ele-
ment edge between the thermocouple stem and the parent object.
It is observed that the temperature is actually not constant along
this junction, Fig. 4~b!. For the purpose of comparison, an average
temperature along this element edge is considered to be the ther-
mocouple junction temperature.

These results in Fig. 3 indicate that the difference betweenTU
andTJ increases during the initial stage of heating; and decreases
in the later stage. As seen in the figure, the conventional FEM
result for a thermocouple length ofL51 mm agrees well with the
analytical result in which the thermocouple length is not consid-
ered. The agreement between the analytical solution and the con-
ventional FEM model for this very short length is taken as justi-
fication for benchmarking the dual-scale FEM model against the
conventional FEM results.

For a thermocouple of 0.2 mm diameter, the dual-scale FEM
model of Fig. 2 has a thermocouple length~L! of 1.9 mm. The
calculated difference betweenTU andTJ by using the developed
dual-scale FEM model is shown in Fig. 3. The result agrees well
with the result from conventional FEM model when the same
thermocouple length of 1.9 mm is used. Given that the differences
between the undisturbed surface temperature (TU) and that at the
junction (TJ) are indeed very small~about 2°C out of 100°C!in
the considered case, the dual-scale FEM model is judged to be
sufficiently accurate to investigate the effects of thermocouple at-
tachment.

Figure 3 also indicates that the difference betweenTU and TJ
increases with increasing lengthL. However, at large lengths L,
further increases ofL do not lead to a greater effect since the
behavior of the thermocouple leads is approaching that of an in-
finitely long fin. Thus the influence is greatest for short
lengths—as shown, there is essentially no difference between the
cases ofL57 mm and 17 mm.

The case in the following is similar to that of Fig. 3 but closer
to actual applications. The initial temperature is 20°C in a speci-
men of 3 mm thickness, and the temperature on the opposite side
of the adiabatic surface is brought to 1000°C suddenly. At the end
of a holding period of one~1! second, the surface temperature is
brought back to 20°C. The thermal properties of AISI 4140 steels
are taken from@5#. The thermocouple wires are assumed to have
the same thermophysical properties as that of the base specimen
materials. Thermocouple wire is assumed to be perfectly insu-
lated. By using the dual-scale computational method, the calcu-
lated temperature on the adiabatic surface as well as that on the
thermocouple junctions is shown in Fig. 5~a! for thermocouple
wire of 0.30 mm diameter~0.15 mm in radius!. As indicated in the
figure, the temperature at thermocouple junctions falls behind the
changing temperature on the adiabatic surface. That is, the junc-
tion temperature is lower than the undisturbed surface temperature
in heating, and the reverse is true in cooling. The error due to
surface-mounted thermocouple~the temperature difference be-
tween thermocouple junctions and the adiabatic surface! are
shown in Fig. 5~b!. Several different thermocouple wire radii are
considered, ranging between 0.02 mm and 0.15 mm. The discrep-
ancy grows at a larger thermocouple wire diameter. For a thermo-
couple wire size of 0.15 mm in radius, the discrepancy in tem-
perature can be as large as 30°C in the case study. It is thus
concluded that smaller thermocouple size is desirable for lower
measurement error.

Characteristics of Surface-Mounted Thermocouples
In this section, the developed dual-scale computational method

is used to examine the issues regarding characteristics of surface-
mounted thermocouples; namely,~1! thermocouple wire diameter;
and~2! heat convection on thermocouple surface. Specifically, we
examine the situation in which the surface of thermocouple is
exposed to an environment in which there is heat exchange be-
tween the thermocouple and the environment. The heat flux,q,

Fig. 3 Difference between the undisturbed surface tempera-
ture and calculated temperature at junction, „TUÀTJ…. The cal-
culated temperature normalized by the maximum temperature
„100°C…, and the dimensionless time is given by tÄa1t Õa2. The
bottom surface of the thin plate experiences a step change of
100°C in temperature. The thermocouple wire radius a Ä0.1 mm,
and the thickness is 3 mm. k 1Äk 2Ä10 wÕmÕk, „rc …1Ä„rc …2Ä1
Ã106 JÕm3Õk. The conventional FEM model is shown in Fig. 4.

Fig. 4 Conventional FEM mesh for half of an axisymmetric
model that features a thermocouple of radius aÄ0.1 mm on a
substrate whose thickness is 3 mm; length of thermocouple L
Ä1.9 mm. The base of the substrate is brought to 100°C at t
Ä0; other surfaces are adiabatic. Thermophysical properties
are the same as that of Fig. 3. The contour plot is the tempera-
ture distribution in the vicinity of junction at a normalized time
tÄ400.
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through the surface follows the general relationq5h(Ts2T`), in
which, q is the surface heat flux,h is the heat transfer coefficient,
Ts is the surface temperature, andT` is the environment tempera-
ture. A real-world example is the insulation on thermocouple
wires; which is not always thermally perfect. It is known that the
insulation thickness increases with the size of the insulation
sleeve.

Let a normalized heat transfer coefficienth be defined by the
ratio of effective surface heat transfer coefficient on the thermo-
couple surface (h̄) to that on the object surface~h!, i.e., h
5h̄/h. Hence,h50 corresponds to perfect insulation, andh51 is
no insulation~bare surface!. The case to be examined is a simple
two-dimensional axisymmetric model with a surface-mounted
thermocouple on a parent object. The top surface of the parent
object and the thermocouple wire surface are exposed to the en-
vironment; all other surfaces are assumed to have zero heat flux
~insulated!. Only the parent object needs to be meshed; the initial
temperature is 1000°C. Heat is extracted from the surface of a
plate through convection with a heat transfer coefficienth. An
intrinsic thermocouple junction is installed on the same surface.
The actual thermal properties of AISI 4140 steel are used@5#. The
calculated temperatures at the thermocouple junction as well as
that on the surface are shown in Fig. 6 for two levels of heat
transfer coefficient on the specimen’s surface~i.e., h51 and 10
kW/m2 K!. In this calculation, Chromel thermocouples of two
wire diameters are considered. The measurement errors at the
thermocouple junction are shown in Fig. 7 for heat transfer coef-
ficient h51 kW/m2 K and two thermocouple wire diameters.
Overall, the magnitude of temperature error decreases with the
effectiveness of insulation,h. In the present case of cooling, the

junction temperature is mostly lower than the actual, undisturbed
surface temperature. At a lower effective surface insulation ratio
h, the junction temperature is closer to the undisturbed surface
temperature. At a large thermocouple diameter combined with a
lower effective surface insulation ratioh ~e.g.,h50 in Fig. 7!, the
junction temperature can be slightly higher than the undisturbed
surface temperature, particularly in the earlier stage of cooling
because the thermocouple junction acts as an insulator. In sum-
mary, it is noted that bare thermocouple wires always lead to large
measurement error. In contrast, perfect insulation tends to mini-
mize the error. According to Figs. 6 and 7, low temperature error
can be obtained at a normalized heat transfer coefficienth smaller
than or equal to 0.1.

Conclusions
The present study investigated the error in measured tempera-

ture by using surface-mounted thermocouples. In order to over-
come the difficulty of calculating the temperature field associated
with surface-mounted thermocouples attached at an arbitrary lo-
cation on the object, a dual-scale computational model is devel-
oped and used in conjunction with a FEM model for the multidi-
mensional calculation of the heating or cooling of a part. By using
analytical solutions and numerical calculations, it is shown that
the developed dual-scale computational model offers accurate pre-
diction of the temperature at the junction of thermocouple wire.
The actual effects of thermocouple on measured temperatures de-
pend on the diameter of thermocouple wire; generally smaller
wire gauge leads to smaller measurement error. The effectiveness
of insulation decreases with wire size. Particularly, the insulation
becomes very ineffective on thin gauge thermocouple when the

Fig. 5 Calculated histories of temperature for rapid heating,
short holding and rapid quenching from the bottom surface of
the thin plate of 3 mm thickness. The thermocouple is a
Chromel. Actual thermophysical properties of 4140 steel †5‡ are
used. „a… The calculated temperature for wire radius of 0.15
mm; „b… The error in temperature as predicted by dual-scale
FEM.

Fig. 6 Calculated histories of temperature by using the dual-
scale computation for rapid quenching from the top surface of
the parent object. The thermocouple is a Chromel. Wire radius
of 0.4 mm. h is the normalized heat transfer coefficient on the
surface of insulation sleeve. „a… Heat transfer coefficient h
Ä1 kWÕm2 K; „b… Heat transfer coefficient hÄ10 kWÕm2 K.
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heat transfer rate is low. For minimum measurement error, it is
advisable to use bare thermocouple wires of smaller diameters
than highly insulated thermocouple wire of larger diameters.
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Experimental Investigation of the
Potential of Metallic Porous
Inserts in Enhancing Forced
Convective Heat Transfer
The present experimental work investigates the effect of a metallic porous matrix, inserted
in a pipe, on the rate of heat transfer. The pipe is subjected to a constant and uniform heat
flux. The effects of porosity and thickness of the porous matrix on the heat transfer rate
and pressure drop are investigated. That is, the surface temperature distribution along a
heated section of the pipe, the pressure drop over this section, as well as the inlet tem-
perature of the air were continuously monitored with a data acquisition system and
recorded when steady-sate conditions were attained. The results obtained for a range of
Reynolds numbers 1000–4500, comprise both laminar and turbulent regime. Also, the
results are compared with the clear flow case where no porous insert was used. It is shown
that higher heat transfer rates are achieved when using porous inserts at the expense of a
reasonable pressure drop, which depends on the permeability of the porous matrix.
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1 Introduction
The employment of different types of porous materials in

forced convection heat transfer has been extensively studied due
to the wide range of potential engineering applications such as
electronic cooling, drying processes, solid matrix heat exchangers,
heat pipe, enhanced recovery of petroleum reservoirs, etc. Al-
Nimr and Alkam@1# numerically investigated the problem of tran-
sient forced convection flow in a concentric annuli partially filled
with porous substrates located either on the inner or the outer
cylinder. An increase of up to 12 times in the Nu number was
reported in comparison with the clear annuli case and the superi-
ority in thermal performance of the case when the porous sub-
strate was emplaced to the inner cylinder was outlined. Based on
the results obtained, Alkam and Al-Nimr@2# further investigated
the thermal performance of a conventional concentric tube heat
exchanger by emplacing porous substrates on both sides of the
inner cylinder. Numerical results obtained showed that porous
substrates of optimum thicknesses yield the maximum improve-
ment in the heat exchanger performance with moderate increase in
the pumping power. Recently, Mohamad@3# numerically investi-
gated the heat transfer augmentation for flow in a pipe or a chan-
nel partially or fully filled with porous material emplaced at the
core of the channel. It was shown that partially filling the channel
with porous substrates can reduce the thermal entrance length by
50% and increase the rate of heat transfer from the walls. Al-
though the porous material contributes to the pressure drop along
the channel, an optimum thickness of about 60% of the channel
height was found to offer a substantial increase in the Nu number
at the expense of a reasonable pressure drop. Ichimiya@4# pro-
posed a new method for evaluation of heat transfer between solid
material and fluid in a porous medium by conducting both experi-
mental and numerical work. In the first stage, the local Nusselt
numbers were numerically obtained based on different dimension-
less heat transfer coefficients, which enclosed in their forms the
volumetric heat transfer coefficient between the fluid and solid in

a porous medium. The numerical model assumed thermal non-
equilibrium between the fluid and the solid in the porous medium.
The experimental Nusselt numbers were determined by measuring
the temperatures along the channel as well as the heat flux to the
wall. The volumetric heat transfer coefficient was evaluated by
comparing the experimental Nusselt numbers with the numerical
ones. Fu et al.@5# experimentally demonstrated that a channel
filled with high conductivity porous material subjected to oscillat-
ing flow is a new and effective method for cooling electronic
devices. Angirasa@6# performed experiments that proved the aug-
mentation of heat transfer by using metallic fibrous materials with
two different porosities, namely 97% and 93%. The experiments
were carried out for different Reynolds numbers~17,000–29,000!
and power inputs~3.7 and 9.2 W!. The improvement in the aver-
age Nusselt number was about 3–6 times in comparison with the
case when no porous material was used.

It is worth mentioning that the literature contains a large num-
ber of numerical investigations on the use of porous materials for
natural and forced flow applications. However, the experimental
work carried out in this area is limited. Since the topology of
porous materials varies drastically from one application to an-
other, a carefully controlled experimental work is highly desirable.

The present experimental study aims at demonstrating the po-
tential of metallic porous inserts in enhancing the convective heat
transfer. The experiments were carried out for Reynolds numbers
between 1000 and 4500, the power input was set at 13.2 W, and
12 different porous media, whose porosities varied between
96.6% and 99.1%, were examined. The maximum increase in the
length-averaged value of the Nusselt number of about 5.2 times in
comparison with the clear flow case was achieved with a porous
medium fully filling the pipe~porosity 98.1% and a Reynolds
number of about 4500!.

2 Experimental Setup and Procedure
The porous media used for experiments were manufactured

from commercial aluminum screen~wire diameter 0.8 mm, den-
sity 2770 kg/m3, thermal conductivity 177 W/m2 K! cut out at
various diameters~D! and then inserted on steel rods, see Fig. 1.
That is, 12 different porous materials, whose properties are pre-
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sented in Table 1, were obtained by varying the screen diameter
and the distance between two adjacent screens~L!.

The schematic diagram of the experimental facility is depicted
in Fig. 2. Tests were carried out using a rig composed of four
copper pipe sections (Dp563.5 mm), joined together by flanges
and screws. The last section~10! was heated at the exterior over
its entire length with a uniform heat flux generated by a flexible
Kapton heater~33.4 V!, and thermally insulated from the devel-
oping region~9! with Teflon gaskets and from the environment

with 3 layers of fiber glass with a total thickness of about 5 cm.
The magnitude of the heat flux was adjusted by varying the inten-
sity of the current measured with the ammeter~14! and supplied
by the direct current power supply~6!. A honeycomb rectifier of
50 mm length installed at the entrance of section~8!, followed by
three screens, 10 mm apart from one another, were employed in
order to remove eddies and provide a more uniform velocity pro-
file. The pressure drop caused by inserting different porous media
inside the heated section~10! was measured by connecting one of
the ports of the differential pressure transmitter~11! to a pressure
tap, welded in the proximity of the flanges between section~9!
and ~10!, and leaving the other one free to the atmosphere. Tem-
peratures of the air entering the heated section and those of the
surface of~10!, at five axial positions~0, 49.4, 98.8, 148.2, and
247 mm! were recorded using six K-type thermocouples. The
mass flow rate of air flowing inside the rig, adjusted with the help
of valves~2! and pressure regulator~3!, was measured using the
gas flow meter~5!, protected by the 50m filter ~4!. Electrical sig-
nals generated by the sensors were transmitted to the signal con-
ditioning unit, where they were selectively processed~the follow-
ing operations were performed on the signals generated by the
thermocouples: linearization, cold junction compensation, ampli-
fication!. The resulting analog signals were further converted into
digital signals by a DAQ card installed into a PC and recorded
with an application developed in LabView. The characteristics and
accuracy of instruments used for experiments are summarized in
Table 2.

Tests were carried out for all porous media manufactured, at
different mass flow rates of air and for the same power input 13.26
W. The procedure followed during each experiment is as follows.
A constant power input was supplied and the mass flow rate was
adjusted so that the initial value of the Re number was around
1000. The temperature of the air, the temperatures along the
heated section, the mass flow rate of air as well as the pressure
drop were continuously monitored, with a scanning frequency of
1200 Hz. Usually an initial period of approximately 3–4 hours
was required before reaching steady-state conditions~considered
to be attained, when the temperatures along the pipe didn’t vary
with more than60.3°C within a period of about 2 minutes!. To
effectively remove the noise specific to each sensor as well as the
noise induced in the electric wires by the surrounding electromag-
netic fields, each data point acquired was obtained by averaging
300 discrete values acquired with the above mentioned frequency
of 1200 Hz. After collecting a set of data at steady-state condi-
tions, the mass flow rate of air was increased so that the next value
of the Re number differed from the previous one by about 250
units. A new set of data was collected when steady-state condi-
tions were reached again, usually within a period of approxi-
mately 30 minutes. That is, the mass flow rate of air was increased
progressively until a maximum value~limited by the source of
compressed air!of Re;4500 was reached.

Heat losses from the heated section~10! to the adjacent section
~9! by conduction, to the atmosphere by radiation and natural
convection were accounted for by performing separate experimen-
tal tests for each porous medium. The procedure followed in this
case is as follows. Small amounts of heat were supplied by the
electrical heater without having air flowing inside the rig. After
reaching steady-state conditions, temperatures along the heated
surface were recorded and averaged. The heat input supplied was
considered to be the same as the heat losses that occur during
forced convection. This assumption holds as long as the tempera-
ture potential between the heated section~10! and the ambient air,
driving the above mentioned phenomena, is the same. In the
present study the temperature of the compressed air was very
close to the ambient temperature in the room. Hence, by doing a
least-square fit, heat losses were expressed as functions of the
average temperature of the heated surface. The coefficients re-

Fig. 1 Porous medium manufactured from aluminum screens

Fig. 2 Experimental setup

Table 1 Porous medium characteristics

D
~mm!

L
~mm! Rp

Porosity
« ~percent!

Porous medium 1 25.4 10 0.4 97.9~Large!
Porous medium 2 25.4 5 0.4 97.4~Medium!
Porous medium 3 25.4 2.5 0.4 96.6~Small!
Porous medium 4 38.1 10 0.6 98.8~Large!
Porous medium 5 38.1 5 0.6 98.3~Medium!
Porous medium 6 38.1 2.5 0.6 97.5~Small!
Porous medium 7 50.8 10 0.8 99.1~Large!
Porous medium 8 50.8 5 0.8 98.6~Medium!
Porous medium 9 50.8 2.5 0.8 97.8~Small!
Porous medium 10 63.5 10 1.0 99.3~Large!
Porous medium 11 63.5 5 1.0 98.8~Medium!
Porous medium 12 63.5 2.5 1.0 98.1~Small!
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sulted from the polynomial regression were updated every time a
new porous medium was tested and the heat losses were deducted
from the heat input.

In order to test the repeatability of the measurements, different
sets of readings were collected on different days using the same
porous medium 10~see Table 1!. The results plotted in Fig. 3
indicate that the maximum deviation between the two sets of data
is less than 5%.

3 Results and Discussion
Figures 4 present the surface temperatures measured on section

~10! at the above specified axial positions, as well as the tempera-
ture of the air at the inlet of section~10! at steady state conditions
for various Re and different porous media. It can be seen that the
temperatures of the surface increase with the increase in the axial
position for a fixed value of Re and decrease with the increase in
Re.

A careful examination of the cases when a porous medium was
inserted in the core of section~10! ~Figs. 4~b–e!! in comparison
with the clear flow case~Fig. 4~a!! reveals that a more uniform
temperature distribution along the pipe surface is achieved with
higher Re and higherRp.

It is well established that the local Nu number for a thermally
fully developed laminar flow in a pipe subjected to a constant heat
flux is 4.36. In the present experiment, the thermally fully devel-
oped condition was not satisfied, since the minimum value of the
local Nu number recorded for the clear flow case~Re51002!at
the position of the 5th thermocouple, was 5.73. It should be men-
tioned that the nature of the present experimental study is to com-
pare the rate of heat transfer obtained with and without porous
materials.

An evaluation of the potential of the porous material to enhance
the rate of heat transfer between the surface of the heated section
~10! and the air flowing inside it can be done by comparing the

average temperature of the surface at two different Re numbers
recorded for the clear flow case~Fig. 4~a!! and the case of fully
filling the pipe with the porous material of porosity 98.1%~Fig.
4~e!!. The temperature drop due to the presence of the porous
material is about 16°C at a Re of about 1000 and 18°C for a Re of
about 4500.

Figures 5~a!and~b! present the length-averaged temperature of
the surface and length-averaged Nusselt number, respectively. The
length-averaged values were obtained by averaging the local val-
ues of the corresponding parameters. The local convective heat
transfer coefficient was calculated using the following equation:

h~x!5
q9

@Ts~x!2Tm~x!#
(1)

where the local mean thermodynamic temperature of the air was
deducted from an energy balance over an elementary control vol-
ume @7# located at an axial distancex

Tm~x!5Tin1
q9~pDp!

ṁcp
x (2)

Hence, the local values for the Nusselt number were computed
using the following relation:

Nu~x!5
h~x!Dp

kf
(3)

Comparing the length-averaged Nusselt number corresponding
to the porous media with the same porous ratioRp ~Fig. 5~b!! it
can be seen that a small decrease in porosity doesn’t influence the
rate of heat transfer whenRp50.4 andRp50.6. But this is not
the case forRp50.8 andRp51.0 where a small decrease in
porosity results in a significant increase in Nuaverage. The variation
in porosity for the case whereRp51.0 has a much stronger in-
fluence upon Nuaveragethan the other cases due to the additional
heat transfer by conduction resulted from the contact between the
pipe surface and the porous medium. WhenRp decreases to 0.8
the increase in the value of Nuaveragewith the decrease in porosity
is due to a channeling effect. A decrease in porosity translates into
a poorer capability of the fluid to penetrate through the porous
medium; hence the fluid tends to flow in the annular channel,
which is created between the cylindrical porous medium and the
interior surface of the pipe, at higher velocities due to the reduc-
tion in the cross sectional area available for fluid flow. This effect
can be observed by studying the axial velocity profiles obtained
by employing a numerical simulation, as described by Mohamad
@3# and Al-Nimr @1#. Besides the channeling effect, which causes
a flow redistribution, another factor that can be reasoned to en-
hance heat transfer is the radiative heat transfer occurring between
the pipe surface and the porous medium placed in the core of the
pipe. In this case a smaller porosity would be more desirable in
order to increase the radiative heat transfer.

Figures 5~a!and ~b! also illustrate the strong effect the porousFig. 3 Repeatability test

Table 2 Instrumentation used for data acquisition

Characteristics Manufacturer

FMA-1600 Mass Flow Meter Accuracy:61% Omega
SCXI-1000 Chassis ¯ National Instruments
SCXI-1328 High Accuracy Accuracy:
Isothermal Terminal Block 65% ~15230°C! National Instruments
SCXI-1125 8-Channel Isolated Offset error:61.5mV/gain National Instruments
Analog Input Module Gain error:60.03%
PX277 Differential Pressure
Transmitters with Field
Selectable Ranges

Accuracy:61% Omega

SA1-K Thermocouples Accuracy:60.3% Omega
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medium ratioRp has on enhancing heat transfer. By comparing
the Nuaveragecurves obtained withRp50.4, 0.6, 0.8, and 1.0 with
the clear flow case it can be concluded that higher heat transfer
rates can be achieved by increasingRp culminating with the case
of a fully porous channel. It is also worth noticing that the porous
medium withRp51.0 and largest porosity 99.3% is less effective
in enhancing the rate of heat transfer than the porous medium with
Rp50.8 and porosity 97.8% starting with Re numbers corre-
sponding to the transient flow regime. The same observation is

true in comparison with the porous medium withRp50.8 and
porosity 98.6% starting with Re numbers corresponding to the
beginning of the turbulent flow regime.

It should be mentioned that increasing Re~Fig. 5~b!!, which
translates into higher flow rates, results in higher heat transfer
rates regardless of the value of porosity and porous material ratio.

Heat transfer enhancement also arises from the modification of
the thermal conductivity of the medium inside the pipe, as it was
also mentioned by other authors@1,3#. For the clear flow case

Fig. 4 Temperatures recorded: „a… clear flow case; „b… porous medium 2; „c… porous medium 6; „d… porous medium 9; and „e…
porous medium 12

Journal of Heat Transfer AUGUST 2004, Vol. 126 Õ 543

Downloaded 06 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



thermal conductivity of the medium inside the pipe is that of the
air, which is very small~about 0.026 W/mK!, but when an alumi-
num porous medium is employed the resulting effective thermal
conductivity is increased. The magnitude of this increase depends
on porosity.

An important factor that has to be considered when employing
porous media for the purpose of enhancing heat transfer is the
penalty arising from the increased pressure drop. Figure 5~c! pre-
sents the pressure drops measured over the experimentally tested
porous media at different Re. As expected the largest pressure
drops correspond to the cases that offer the best thermal perfor-
mance, namelyRp50.8 andRp51.0.

The results showing the influence of porous materials on the
rate of heat transfer and pressure drop are presented in Figs. 6 and
7. Figure 6 presents the percentage increase in the value of the
Nusselt number in comparison with the clear flow case. For each
Rp, the minimum and maximum increases correspond to the low-
est and highest Re, respectively. Figure 7 shows the pressure drop
recorded for all cases, the previous observations regarding the
minimum and maximum values being the same.

4 Conclusions
This study presents an experimental investigation of the poten-

tial of porous inserts to enhance the rate of heat transfer occurring

between the surface of a pipe heated with a constant and uniform
heat flux and the air flowing inside it. The following conclusions
may be drawn:

Heat transfer enhancement can be achieved using porous inserts
whose diameter approach the diameter of the pipe. For a constant
diameter, further improvement can be attained by using a porous
insert with a smaller porosity. Care should be exercised since both

Fig. 5 Experimental data: „a… length-averaged temperature of the heated section; „b… length-averaged Nusselt number; and „c…
pressure drop

Fig. 6 Evaluation of the improvement in Nu number generated
by each porous medium in comparison with the clear flow case
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of these two parameters, namely porosity and diameter, have a
positive influence upon heat transfer and negative impact on pres-
sure drop, consequently on the pumping power.

The main mechanisms reasoned to be the basis for the heat
transfer enhancement when using porous materials are as follows:
flow redistribution~flow channeling!, thermal conductivity modi-
fication, and enhancement of the radiative heat transfer.

The highest increase in the Nusselt number of approximately
5.28 times was obtained by fully filling the pipe at the expense of
the highest pressure drop of 64.8 Pa. In comparison with fully
filling the pipe, a partial filling has the advantage of a comparable
increase in the Nusselt number and a smaller increase in the pres-
sure drop.

Nomenclature

cp 5 specific heat of air at constant pressure
Dp 5 internal diameter of the pipe

h 5 local convective heat transfer coefficient
ke 5 effective thermal conductivity
kf 5 thermal conductivity of the fluid

Nu 5 local Nusselt number,hDp /kf

q9 5 exterior heat flux applied to section~10!

Re 5 Reynolds number,rumDp /m
Rp 5 ratio of the porous material, 2r p /Dp
r p 5 radius of the porous material

Tin 5 temperature of the air at the inlet of the heated sec-
tion ~10!

Tm 5 local mean thermodynamic temperature of the air
Ts 5 local temperature measured on the heated section

~10!
x 5 axial position measured from the beginning of the

heated section~10!

Greek Symbols

« 5 porosity
m 5 dynamic viscosity of the fluid
r 5 fluid density

Subscripts

e 5 effective
f 5 fluid
s 5 surface

sm 5 solid matrix
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Effect of Squealer Geometry on
Tip Flow and Heat Transfer for a
Turbine Blade in a Low Speed
Cascade
A detailed investigation on the effect of squealer geometries on the blade tip leakage flow
and associated heat transfer is presented for a scaled up high pressure turbine blade in a
low-speed wind tunnel facility. The linear cascade is made of four blades with the two
corner blades acting as guides. The tip profile of a first stage rotor blade is used to
fabricate the two-dimensional blade. The wind tunnel accommodates an 116° turn for the
blade cascade. The mainstream Reynolds number based on the axial chord length based
on cascade exit velocity is 4.833105. An upstream wake effect is simulated with a spoked
wheel wake generator placed upstream of the cascade. A turbulence grid placed even
farther upstream generates a free-stream turbulence of 4.8%. The center blade has a tip
clearance gap of 1.56% with respect to the blade span. Static pressure measurements are
obtained on the blade surface and the shroud. Results show that the presence of the
squealer alters the tip gap flow field significantly and produces lower overall heat transfer
coefficients. The effects of different squealer arrangements are basically to study the effect
of squealer rim placement on tip leakage flow and associated heat transfer. Detailed heat
transfer measurements are obtained using a steady state liquid crystal technique. The
effect of periodic unsteady wake effect is also investigated by varying the wake Strouhal
number from 0–0.4. Results show that suction side squealers may be favorable in terms of
overall reduction in heat transfer coefficients over the tip surface. However, the presence
of a full squealer is most beneficial in terms of reducing overall heat load on the tip
surface. There is reasonable effect of wake induced periodicity on tip heat
transfer. @DOI: 10.1115/1.1777580#

Introduction

Turbine blade tip heat transfer has been a strong focus of on-
going studies recently. Turbine blade tips are exposed to a pres-
sure driven leakage flow across the tip from the pressure side to
the suction side of the blade. The leakage flow cannot be elimi-
nated due to a required clearance between the rotating blade and
the stationary casing or shroud. The leakage flow causes high heat
load to the tip region and leads to oxidation and cracking resulting
in significant losses to overall power and efficiency. The
‘‘squealer’’ tip where an outer rim extends along the blade tip
edge causing the tip surface to act as a labyrinth seal is one of the
efforts focused on designing the blade tip region to reduce leakage
flow and thus reduce overall heat load and delay failure initiation
processes. The tip geometry is called ‘‘squealer’’ in industry ter-
minology as it squeals the flow.

Bindon @1# and Morphis and Bindon@2# studied tip clearance
loss, using a linear cascade under low-speed conditions, and con-
cluded that the losses varied linearly with gap size. Using static
pressure measurements and flow visualization, Bindon observed a
separation bubble on the blade pressure edge that mixes with a
high-speed leakage jet induced at mid-chord. The leakage flow
was defined as sink-like flow on the pressure side and source-like
flow on the suction side of the blade. Yaras et al.@3# also observed
the presence of a separation bubble away from the leading edge
and concluded that flow towards the leading edge had little effect
on overall losses. In Yaras’ study, a high-speed test rig was used.
Yamamoto@4# also found that leakage vortices were sensitive to

incident angle and the blade tip gap height. Kaiser and Bindon@5#
investigated various effects on tip leakage flow and associated
losses in a rotating turbine rig.

Mayle and Metzger@6# investigated heat transfer on a two-
dimensional rectangular tip with rotating and stationary shroud.
They established that the effects of relative motion between a
blade model and the shroud have negligible effects on heat trans-
fer data. Metzger et al.@7# and Chyu et al.@8# investigated the
effects of varying the recess depth on the tip heat transfer of a
blade tip model. It was determined that tip heat transfer was re-
duced under the presence of a cavity. The cavity simulated the
squealer tip geometry. Leakage flow was reduced until the depth
reachedD/W50.2.

Metzger et al.@9# measured tip heat flux on a rotating turbine
rig using multiple heat flux sensors. Yang and Diller@10# made
discrete point measurements on the tip of a blade in a linear cas-
cade under blowdown conditions using a single heat flux gage.
Bunker et al.@11# published the first study with detailed blade tip
heat transfer measurements on actual blade tips. The measure-
ments were made for a first stage power generation blade using a
steady state liquid crystal technique. They varied the curvature of
the blade tip edges~rounded and sharp!. They found that the blade
with a tip edge radius had greater leakage flow and higher heat
transfer coefficients. Bunkeret al.@11# also reported that an in-
crease in free stream turbulence intensity increased the heat trans-
fer coefficient. The authors observed an area of low heat transfer
toward the blade leading edge, referred to as the sweet spot.
Ameri and Bunker@12# used CFD simulations to reproduce the
results for the same blade geometry shown by Bunker et al.@11#.
They concluded that the assumption of periodic flow was invalid
for tip heat transfer calculations because the entire passage had to
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be modeled. Their numerical results for the radi used edge showed
better agreement with the experimental data than that of the sharp
edge.

Azad et al.@13# performed heat transfer investigation on blade
tips in which three different tip clearance gaps (t/H51, 1.5,
2.5%!were used. They used a GE-E3 engine blade and a cascade
inlet total-to-outlet static pressure ratio of 1.2 in a five-blade cas-
cade. They measured heat transfer coefficients using a transient
liquid crystal technique. The results of this experiment showed
that a larger gap causes higher heat transfer coefficient on the tip.
A second study by Azad et al.@14# investigated the effects of a
recessed tip (D/H53.77%) on the heat transfer coefficient. It was
determined that the squealer tip produced a lower overall heat
transfer coefficient compared to the plain tip. The squealer redi-
rected the airflow over the tip forcing the flow to move from the
leading edge pressure side to the trailing edge suction side.

Bunker and Bailey@15# and Azad et al.@16# examined the dif-
ferent squealer geometries for reducing tip leakage flow and asso-
ciated heat transfer, including single and double squealers. The
single squealer was a thin extension running from tip to tail, lo-
cated on the camber line, pressure edge or suction edge. The
double squealer consists of two strips: a full perimeter strip, a
pressure side strip from tip to tail and a short chord strip, and a
suction side strip from tip to tail and a short chord strip. The
single squealer produced lower heat transfer coefficients on the tip
than the double squealers. The mid-chord squealer and the suction
side squealers produced the best leakage reduction and heat trans-
fer. Recently, Dunn and Haldeman@17# presented time averaged
heat flux measurements on a recessed tip, the lip of the recess of
a rotating blade in a full-scale rotating stage at transonic vane exit
conditions. Nasir et al.@18# studied the effect of partial squealers
on heat transfer over a blade tip in a blowdown tunnel. They
indicated that the suction side squealer placement was as effective
as a full squealer. Pressure side squealers cause highly accelerated
flow separation and reattachment resulting in higher heat transfer
coefficients on the tip that are higher than the plain tip.

There have been several studies that have focused on the effect
of periodic unsteady wakes on linear cascades@19–20#. Wittig
et al. @21# and Han et al.@22# focused on the blade surface heat
transfer under the effect of periodic unsteady wakes. These early
studies simulated rotor-stator interactions with an upstream rotat-
ing rod wake generator. This technique has been accepted as a
solution to simulating upstream unsteady wake effects on blades
in low-speed cascades. Teng et al.@23# presented detailed heat
transfer coefficient distributions on a large-scale blade tip with
different tip gaps. The effect of unsteady wake on tip heat transfer
was investigated. They concluded that a reduced tip clearance gap
produces lesser effect of the upstream unsteady wake thereby pro-
ducing lower heat transfer coefficients. However, they did not
investigate the effects of squealer geometries under unsteady
wake effects. Also, they used the mid-span section of the blade to
simulate the leakage flow and not the tip section. This can produce
nontypical leakage flow over the tip compared to the tip section
because the pressure distribution around the blade surface is dif-

ferent. Saxena et al.@24# presented detailed heat transfer coeffi-
cient and pressure distributions over turbine blade tips in low-
speed flow conditions. They studied the effect of cross-wise strips
on tip flow and heat transfer. They oriented the trips in different
directions with respect to the leakage flow and indicated that
slight reductions in heat transfer were observed for trips placed
against the leakage flow direction compared to the plain tip. This
study is a continuation of the study by Saxena et al.@24# and uses
the same experimental test rig and technique.

The present study focuses on different squealer geometries that
provide an understanding of the placement of squealer rim and
their effect on leakage flow and associated heat transfer. The re-
sults indicate the effectiveness of single squealers with respect to
full squealers. Detailed heat transfer measurements are obtained
using the steady-state liquid crystal technique. The HSI based
technique is described in detail by Camci et al.@25#. A typical
high-pressure turbine blade was used in a four-blade linear cas-
cade. Heat transfer measurements are presented for different
squealer arrangements for one tip gap clearance of 1.56% of the
blade span~20.32 cm!. The effect of unsteady wake and free-
stream turbulence is investigated for each of the proposed tip ge-
ometry.

Experimental Setup
A schematic of the experimental setup is shown in Fig. 1. The

test setup consists of a suction type blower, a low-speed wind
tunnel with an inlet-nozzle. Three screens are inserted at the inlet
and exit of the nozzle section to help reduce and breakdown the
large-scale turbulence entering the wind tunnel. The wind tunnel
is designed to accommodate the turning angle of the blade cas-
cade. The flow turning angle for the cascade is 116°. The flow
passes through a rectangular section where a turbulence grid can
be inserted to increase the free-stream turbulence approaching the
four-blade linear cascade. The turbulence grid is placed 46.67-cm
upstream of the cascade leading edge. The grid is made of
6.35-mm thick circular rods arranged in a cross-bar fashion with a
spacing of 25.4-mm between the rods in both directions. A
spoked-wheel wake generator similar to previous studies@21–23#
is used to generate the periodic unsteady flow simulating rotor-
stator interaction on the cascade and is 17.15-cm upstream of the
blade cascade. The wake generator has 32 rods, each 0.63 cm in
diameter simulating the upstream trailing edge of the guide vane.
The wake Strouhal number can be adjusted by adjusting the rotat-
ing speed of the rods using a frequency controller. The cascade
inlet velocity can be varied using a frequency controller for the
blower to adjust the required inlet velocity for different inlet flow
conditions.

The cascade has four 43 scaled up blades with an axial chord
length of 12-cm, span of 20.32-cm, and blade spacing of 19.06-cm
at cascade inlet. The two end blades form the outer edge of the
cascade guide the flow through the middle three passages. One of
the middle blades serves as the test blade. The blade can be inter-
changed to obtain pressure or heat transfer measurements. The test

Fig. 1 Illustration of the low-speed cascade
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blade is the only blade that has a tip gap clearance. All the blades
are machined out of plexiglass. The blade shapes were cut out of
5.04-cm thick plexiglass sheet and four cuts were stacked up and
glued together to obtain one blade for the cascade. The cascade
inlet and exit velocity profile was monitored and the results show
uniform flow through the three passages. The uniform flow was
obtained by adjusting the tailboards behind the cascade. Figure
2(a) shows the heat transfer blade. The heat transfer blade is first
instrumented with a Kapton sheet, a resistance wire of known
length was designed with a certain distribution and is attached to
the underneath of a thin copper plate~0.79 mm!using another
Kapton sheet. The wire is connected to an 110VAC source for
power. The liquid crystal sheet of known color range~R30C5W!
with red beginning at 30°C and a bandwidth of 5°C was then
glued to the top of the copper plate. The heater system provided
an almost uniform heat flux on the blade tip. The regions along the
blade edges may produce some non-uniformities although they are
not visible during the tests.

Figure 2(b) shows the test blade with surface pressure taps of
diameter of 1.59 mm. Pressure taps were drilled on the blade
surface at 60% span and 90% span to measure the static pressure
distributions on the blade surface at different span locations. Static
pressure taps were also drilled on the shroud of the blade as
shown in Fig. 2. The shroud pressure distributions were obtained
to characterize the leakage flows with different tip sealing geom-
etries. Each static pressure tap was connected to a 32-channel
NetScanner system from Pressure Systems, Inc with rigid tubing
in the hole and to the system using flexible tubes.

Figure 3 presents the five squealer geometry cases studied. The
squealer rims are made of cork strips that are attached to the tip
surface using adhesive. The cork material is nonconducting so
there is no heat loss through the extended rims. Case 1 is the plain
tip case with the tip clearance at 1.56%. Case 2 is the suction side
squealer where the rim~0.32 cm!exists only on the suction side
edge of the tip. Case 3 is the pressure side squealer where the rim
exists only on the pressure side rim. Case 4 is the camberline
squealer where the rim exists along the camberline of the tip pro-

file. Case 5 is the baseline full squealer case where the rim covers
the entire edge of the tips surface. The tip gap above the squealer
rim is maintained at 1.56% of the blade span.

A high-resolution RGB camera is placed right above the tip
surface of the heat transfer blade location. Lights are mounted on
the frame that holds the camera in position. The RGB camera is
connected to a 24-bit color frame grabber board inside a PC. An
image processing software is used to capture and analyze the liq-
uid crystal color images on the blade tips.

Procedure and Data Reduction

Liquid Crystal Calibration. The first step in the experimen-
tal procedure is to calibrate the liquid crystal color to tempera-
tures. The calibration was done in-situ with a thermocouple placed
on the liquid crystal sheet. The camera was focused on the region
around the thermocouple. The liquid crystal sheet was heated by

Fig. 2 „a… Heat transfer blade; and „b… pressure blade and shroud taps.

Fig. 3 Different squealer tip geometries studied
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turning on the heater underneath the sheet. The heater temperature
was slowly increased by about 0.2°C and allowed to come to
steady state. In the HSI method, the color signal is broken into
three components, Hue, Saturation, and Intensity. These three con-
tribute to the color signal as a combination of the three base col-
ors, Red, Green, and Blue. The Hue of the color was recorded by
the image processing unit through an inbuilt macro and the tem-
perature was measured using a temperature recorder. The Hue of
the color was then plotted against the temperature to obtain the
calibration curve. Camci et al.@23# provide a detailed description
of Hue-based liquid crystal measurement technique. A Hue-
Temperature relationship is obtained from the curve. Figure 4
shows the temperature vs. hue curve. This relationship for the
present set-up is given as

Temperature50.047* Hue128.619

Heat Transfer Experiment. The camera is focused on the
test surface. The suction blower is turned on to start the main-
stream flow through the cascade. Once the flow is steady, the
heater is turned on using an electrical supply and a variac. The
variac is used to control the current and voltage into the heating
wire. The heater wire heats up the copper plate and the copper
plate heats up the liquid crystal layer. The heat flux is increased
till most of the blade is either green or red. The Hue calibration is
not very reliable in the blue color range as the curve tends to
plateau with increasing temperature. To avoid this, color changes
are limited to red and green. Once the surface is mostly green, the
heat flux is maintained constant till the test surface achieves
steady state. This typically takes about 30–45 minutes. The image
is then captured and the local Hue values are obtained at every
pixel on the blade tip surface. The Hue is then converted to the
local surface temperature using the above hue-temperature rela-
tion. The wall surface heat flux is calculated from the known
voltage and current and the blade tip surface area. The local heat
transfer coefficient is calculated from the relation:

h5
qelec9 2qloss9

~Tw2T`!
,

whereqelec
l l is the applied electrical power per unit area, andqloss

l l is
the losses due to conduction, natural convection, and radiation.
This was estimated to be about 6% of the applied heat flux over
the entire tip surface. Heat loss was estimated by running the
heater without air flow and making surface temperature measure-
ments for different heat flux ratings. The local wall temperature
Tw is calculated from the local hue measurement andT` is the
oncoming free-stream temperature measured upstream of the
cascade.

The experimental uncertainties in the local heat transfer coeffi-
cient measurement are calculated with 95% confidence@24#. The

uncertainty in Hue measurement, the Hue-temperature relation,
free-stream temperature measurement, and heat flux input, and
loss estimation affect the heat transfer coefficient measurement.
The individual uncertainties are listed below:

Voltage measurements(V): 62.5%
Current measurements (I ): 62%
Mainstream Temperature (T`): 61°C
Hue measurements~Hue!: 65%
Wall Temperature (Tw): 61.6°C
Area measurements (A): 61%

~machining tolerance!

Therefore, the average experimental uncertainties in the measure-
ment of local heat transfer coefficient calculated based on Kline
and McClintock@26# is 66.54 %. However, near the edges of the
tip, lateral conduction causes non-uniform heat flux resulting in
higher errors. However, when a squealer rim is used, this region is
covered by cork material and no results are presented. Similarly
the experimental uncertainty in pressure measurement is60.2%
and in the velocity measurements is65%.

Results and Discussion

Flow Measurements. The free-stream velocity at cascade in-
let is 23 m/s and 58 m/s at the cascade exit. The cascade Reynolds
number based on axial chord length and cascade exit velocity is
4.833105. Four different flow conditions were studied for each
tip geometry. The no grid, no wake case has a baseline turbulence
intensity of around 1.4% and the upstream grid produces a turbu-
lence intensity of 4.9% upstream of the cascade. Two different
wake generator rotational speeds produce wake Strouhal numbers
of 0.2 and 0.4. Figure 5 shows the velocity signature from four
flow conditions. A TSI hot wire system was used with a probe
model 1260A-T15 for the velocity and turbulence measurements.
The baseline case with no wake and no grid~NW-NG! produced a
turbulence intensity of 1.4%. The turbulence intensity with the no
wake and turbulence grid~NW-WG! was 4.8%. With the unsteady

Fig. 4 Hue versus temperature curve for liquid crystal sheet

Fig. 5 Velocity signature for the four flow conditions
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wake superimposed on the grid, the periodicity of the wake pass-
ing is clearly evident. For the case with Strouhal number of 0.2,
the wake passing period is 0.007 seconds. The case for the Strou-
hal number of 0.4 produces half the wake passing period ofS
50.2 as expected. The periodicity for the passing wake is clearly
evident from the velocity signatures. Table 1 summarizes the flow
conditions and the associated turbulence intensity for each case.

Pressure Measurements. The flow in all the three blade pas-
sages were equalized by repositioning the tailboards behind the
cascade. The tailboards were adjusted till the leading edge veloci-
ties were uniform for all the three passages. Velocities were mea-
sured using a pitot probe traversing across the inlet line of the
cascade. Figure 6 presents the surface normalized static pressure
distributions $Ps /Pt% for the test blade at 60% and 90% span
locations versus the axial distance normalized with axial chord
length (x/c). The static pressure measurements were used to cal-
culate the local dynamic pressure for three different flow condi-
tions. Results show that the upstream flow condition, whether
wake or grid, does not affect the static pressure distributions on
the blade surface significantly. This is true at both span locations.
The pressure side shows almost uniform pressure over the entire
surface. The lowest pressure occurs around 0.45C on the suction

surface. The flow accelerates from the leading edge to 0.45C on
the suction surface and then decelerates towards the trailing edge.

Figure 7 presents the normalized dynamic pressure distributions
$(Pt-Ps)/Pt% on the shroud for the plain tip with four different
flow conditions. The presence of wake appears to show little ef-
fect on the shroud pressure distributions. However, the presence
of grid-generated turbulence appears to reduce the low pressure
region in the middle of the blade due to increased mixing.

Figure 8 presents the shroud pressure distributions for various
tip geometries. The pressure distributions clearly show that the
least pressure drop is obtained for the geometry with the suction
side squealer~case 2!. All the other cases show a large low-
pressure zone in the middle of the tip surface. The pressure side
squealer~case 3!shows almost similar pressure gradients as the
plain tip ~case 1!indicating that it may not be providing much
resistance to the leakage flow. The other squealer geometries show
lower pressure gradients than the plain tip.

Heat Transfer Measurements. Figure 9 presents detailed
heat transfer distributions for the plain tip under different up-
stream flow conditions. The baseline case is the no wake, no grid
case with a low turbulence intensity of 1.4%. For this condition,
heat transfer coefficient is highest along the blade tip trailing edge
region. The lowest heat transfer coefficients are obtained in the
middle of the leading edge region. This region of low heat transfer
was observed by previous studies. Bunker and Bailey@15# re-
ferred to it as the ‘‘sweet spot.’’ From the pressure distributions on
the shroud~Fig. 8!, it is clear that bulk of the leakage flow will
follow the line along the strongest pressure gradient across the tip
which is downstream of the leading edge region aroundX/C
50.4– 0.5. Further downstream, the heat transfer coefficient is
higher due to highly accelerated flow over the tip. With a change
in mainstream flow condition, the high heat transfer region seems
to be unaffected. However, the sweet spot region sees higher heat
transfer coefficients. It can be summarized that the increase in
free-stream turbulence enhances heat transfer closer to the leading
edge due to increased mixing caused by the introduction of the
grid and wake into the flow.

Table 1 List of flow conditions

Flow
condition Rods Grid

Turbulence
Intensity

Wake
Strouhal
No. ~S!

NW-NG No No 1.4% 0
NW-WG No Yes 4.8% 0
S02-NG Yes No 1.4% 0.2
S04-NG Yes No 1.4% 0.4
S04-WG Yes Yes 4.8% 0.4

Fig. 6 Surface pressure distributions on the test blade at dif-
ferent span locations

Fig. 7 Static pressure distributions ˆ„Pt-Ps…ÕPt‰ on the shroud
for the plain tip under different flow conditions

Fig. 8 Static pressure distributions ˆ„Pt-Ps…ÕPt‰ on the shroud
for all the different tip configurations
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Figure 10 compares the heat transfer coefficient distributions on
the tip for all the different tip geometry configurations for the
baseline flow condition of no wake, no grid. The scale for heat
transfer coefficients is on the right side of the cases. For the
squealer geometries, there are no measurements on the rim sur-
faces. It is expected that the heat transfer coefficients on the rim
itself will be significantly higher than the tip surface. This may
cause the overall average heat transfer over the tip surface includ-
ing the rim surface area to be higher than measured. However, the
increase in surface area and reduced leakage flow can reduce the
enhancement due to the presence of rims. Also, these rims can be
expendable pieces that can be brazed on the surface after several
hours of operating and thus protecting the actual tip from loss of
material.

The suction side squealer produces lower heat transfer coeffi-
cients over the entire tip surface. For this case, the blockage is not
affecting the leakage flow till the flow reaches the suction side
rim. This causes the leakage flow to enter the tip gap and move
along the tip towards the trailing edge causing slightly higher h
values at the trailing edge. Pressure side squealer produces
slightly similar heat transfer coefficients on the leading edge as
compared to baseline case. Because of the squealer on the pres-
sure side, the leakage flow finds an obstruction at starting which
causes detachment of this flow over the blade tip. This in turn
reduces the heat transfer coefficient over the tip along the leading
edge. For the camberline squealer, due to the presence of the
squealer at the mean camberline the leakage flow finds an obstruc-
tion that causes bifurcation of leakage flow. This causes even lev-
els of heat transfer coefficients on both sides of the squealer. The
full squealer produces lowest heat transfer coefficients over the
entire tip surface as compared to all the tip geometries proposed.
This is because the groove or cavity acts as a labyrinth seal to
increase the resistance to the flow and thus reduces the leakage
flow and the associated heat transfer. There is some flow attach-
ment near the leading edge but the weaker leakage flow reduces
overall heat transfer.

Figure 11 presents the local heat transfer coefficients along the
camberline for each squealer geometry and compares the case
with the baseline plain tip case. The suction side squealer~case 5!
produces lower heat transfer coefficients over the entire tip sur-
face as compared to baseline tip as seen in Fig. 10. The pressure
gradient across the tip is lowest, which indicates that leakage flow
may be reduced. In this case, flow has similar condition to the
plain tip with more clearance gap until it reaches suction side
where it sees the suction side partial squealer. This squealer causes
the detachment of the flow at the suction side of the tip. This
reduces the tip heat transfer coefficient especially in the trailing
edge region compared to other tip geometries.

The pressure side squealer produces slightly similar heat trans-
fer coefficients on the leading edge as compared to baseline case
as seen in Fig. 10. Because of the squealer on the pressure side,

Fig. 9 Detailed heat transfer coefficient distributions on plain
tips

Fig. 10 Detailed heat transfer coefficient distributions for dif-
ferent tip configurations

Fig. 11 Comparison of camberline heat transfer for each
squealer tip with the plain tip: „a… suction side squealer; „b…
pressure side squealer; „c… camberline squealer; and „d… full
squealer.
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the leakage flow finds an obstruction on the pressure side rim,
which causes detachment of this flow over the edge of the blade
tip. But as the flow reattaches again on the tip, the flow gets
accelerated. The pressure gradient increases after the pressure side
squealer but this is lower compared to baseline case.

The camberline squealer produces slightly lower heat transfer
coefficients on the leading edge as compared to baseline case as
seen in Fig. 10. Due to the presence of the squealer at the mean
camberline, the leakage flow finds an obstruction that causes de-
tachment and bifurcation of this flow. But as the flow reattaches,
the flow gets accelerated as seen in Fig. 8, the pressure gradient
increases after the mean camberline squealer but this is lower
compared to baseline case. This causes the reduction in the heat
transfer coefficients on the trailing edge as compared to the base-
line case.

The full squealer produces lowest heat transfer coefficients over
the entire tip surface as compared to all the tip geometries pro-
posed. This is because the groove or cavity acts as a labyrinth seal
to increase the resistance to the flow and thus reduces the leakage
flow and the associated heat transfer. Because of the flow re-
circulation in cavity, the heat transfer coefficient reduces 30–40%
as compared to the baseline case that can be seen in Fig. 10.
Overall, it appears that the full squealer produces the largest re-
duction in heat transfer coefficients over the entire blade tip.

Figure 12 presents the effect of upstream flow condition on
surface heat transfer coefficients over two different tip geometries.
The suction side squealer and the full squealer cases did not show
any significant effect of the upstream flow condition on heat trans-
fer. For the pressure side squealer, the heat transfer coefficient is
almost similar inX/C50.05– 0.6 region as seen in Fig. 12. But
for X/C50.62– 1.1, there is large increase in the heat transfer
coefficient with the introduction of grid and wake. Thus in this
case, with the introduction of unsteady effects there is increase in
the heat transfer coefficient along the trailing edge region.

For camberline squealer, with the introduction of grid and
wake, there is large increase in the overall tip heat transfer coef-
ficient over the entire tip region as seen in Fig. 12. Thus in this
case, the unsteady effects are dominant over the entire tip region.
Because the squealer is placed on the midchord, the leakage flow
entering the clearance gap through the leading edge is bifurcated

along the pressure side rim and suction side rims resulting in the
even heat transfer from leading edge to trailing edge on both sides
of the squealer.

Conclusions
A systematic investigation of the use of squealer tips and their

effects on flow and heat transfer over a turbine blade tip in a low
speed cascade was performed. A Hue-based steady state liquid
crystal technique was used to make detailed heat transfer coeffi-
cient measurements. Several squealer tips were investigated for
leakage flow and associated heat transfer characteristics. Results
show that the full squealer produces reduced leakage flow and
lowest heat transfer coefficient over the tip compared to the other
cases. The suction side squealer also significantly reduces leakage
flow and heat transfer. However, the pressure side squealer is al-
most similar to the plain tip and does not appear to reduce heat
transfer over the tip.

The effect of upstream flow condition with the presence of a
grid to generate free-stream turbulence of 4.8% and to simulate
passing wake due to upstream NGV trailing edge was also inves-
tigated. The presence of the wake and free-stream turbulence pro-
duced higher heat transfer coefficients on the plain tip. However,
the pressure side squealer and the camberline squealer show some
effect of upstream flow condition. Overall, it appears that the full
squealer performs the best in reducing overall heat transfer on the
tip.
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Nomenclature

C 5 blade axial chord length~12 cm!
d 5 wake rod diameter~cm!
D 5 depth of squealer cavity from tip of rim
h 5 local heat transfer coefficient (W/m2-K)
H 5 tip gap height

HSI 5 Hue-Saturation-Intensity
n 5 number of rods on wake generator
N 5 speed of rotating rods~rpm!
Ps 5 local static pressure
Pt 5 total pressure at inlet~atmospheric pressure!
q9 5 surface heat flux (W/m2)
Re 5 free-stream Reynolds number (V2CX /n)

RGB 5 Red-Green-Blue
S 5 wake Strouhal number, 2pNdn/(60V1)
t 5 tip clearance gap

Tm 5 mainstream temperature
Tw 5 local wall temperature
Tu 5 free-stream mean turbulence intensity at cascade inlet
V1 5 cascade inlet velocity~m/s!
V2 5 cascade exit velocity~m/s!
W 5 width of squealer cavity
X 5 streamwise distance from leading edge to trailing

edge
n 5 kinematic viscosity of inlet air
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The Effects of Nozzle Diameter on
Impinging Jet Heat Transfer and
Fluid Flow
The effects of nozzle diameter on heat transfer and fluid flow are investigated for a round
turbulent jet impinging on a flat plate surface. The flow at the nozzle exit has a fully
developed velocity profile. A uniform heat flux boundary is created at the plate surface by
using gold film Intrex, and liquid crystals are used to measure the plate surface tempera-
ture. The experiments are performed for the jet Reynolds number (Re) of 23,000, with a
dimensionless distance between the nozzle and plate surface~L/d! ranging from 2 to 14
and a nozzle diameter (d) ranging from 1.36 to 3.40 cm. The results show that the local
Nusselt numbers increase with the increasing nozzle diameter in the stagnation point
region corresponding to 0<r/d<0.5. This may be attributed to an increase in the jet
momentum and turbulence intensity level with the larger nozzle diameter, which results in
the heat transfer augmentation. In the mean time, the effect of the nozzle diameter on the
local Nusselt numbers is negligibly small at the wall jet region corresponding to r/d
.0.5. @DOI: 10.1115/1.1777583#

1 Introduction
Impinging jets greatly enhance heat and mass transfer and have

thus been widely used in a variety of engineering applications,
such as cooling hot steel plates, tempering glass, drying papers
and films, cooling turbine blades and electronic components, and
the production of thin film transistor—liquid crystal diodes~TFT-
LCDs!. Previous studies on impinging jets have considered the
effects of multiple jets and of Reynolds number, nozzle to plate
distance, nozzle geometry, jet temperature, target shape orienta-
tion, cross flow, surface shape of the flow, etc.

Several reviews and summary papers on impinging jet heat
transfer have been published, including those by Martin@1#,
Down and James@2#, Goldstein et al.@3#, and Viskanta@4#. Most
of the previous impinging jet studies have considered only a flat
surface. Hoogendoorn@5# used both a long straight pipe and a
smoothly converging nozzle to study the effects of turbulence on
heat transfer at the stagnation point. Lee et al.@6# and Yan@7#
measured the heat transfer coefficient obtained from a fully devel-
oped jet impinging on a flat plate, and Goldstein and Franchett@8#
studied the heat transfer to a jet impinging on a plane surface at
different oblique angles. Lee and his colleagues@9–11# researched
the characteristics of heat transfer and fluid flow from an imping-
ing jet on concave and convex plates, using liquid crystals to
measure surface temperatures.

The literature survey shows some previous studies that deal
with the dependence of Nusselt number on nozzle diameter of the
impinging jet. Garimella and Nenaydykh@12# studied the effect of
square-edged nozzle diameter and aspect ratio on the local heat
transfer from an impinging submerged and confined liquid jet.
Womac et al.@13# used free and submerged circular liquid jet
having a uniform velocity profile and Steven and Webb@14# car-
ried out the experiments with fully developed free liquid jet. They
all found that increasing the nozzle diameter for the same Rey-
nolds number resulted in an increase in stagnation point Nusselt
number.

The present study is undertaken to investigate the effects of
nozzle diameter on impinging jet heat transfer and fluid flow.
Local Nusselt numbers are determined for a submerged air jet
issuing from a long straight, circular pipe. The distributions of the

mean velocity and turbulence intensity along the free jet center-
line are also measured. The experiments are carried out for the jet
Reynolds number of Re523,000, the nozzle diameters ofd
51.36, 2.16, and 3.40 cm, and the dimensionless nozzle-to-
surface distance ranging fromL/d52 to 14.

2 Test Apparatus
A schematic diagram of the experimental apparatus is shown in

Fig. 1. It is nearly identical to the one used for the study by Lee
et al. @11# except for the impinging surface geometry. Laboratory
air, delivered by a 2 horsepower centrifugal blower, first enters a
6.35 cm inner diameter copper pipe. This pipe section contains a
cross-flow heat exchanger, with water from a constant temperature
bath circulating inside. This heat exchanger is used to adjust the
air temperature so that the jet issuing from the nozzle exit is
maintained to within60.2°C of the ambient temperature. The
copper pipe then connects to a 6.3 cm inner diameter cast acrylic
pipe with an ASME orifice plate flow meter. The mass flow rate of
the air through the pipe is determined from the pressure drop
measured across this orifice plate, using a MERIAM/34MB2-TM
micro-manometer~which has an accuracy of60.001 cm of water
differential pressure!.

Located 150 cm downstream end of the pipe is a smooth tran-
sition pipe, which connects to a smaller cast acrylic pipe. Three
different diameters (d51.36, 2.15, and 3.40 cm!and lengths (Z
579, 125, and 197 cm!of pipe are used to investigate the diam-
eter effect on heat transfer and fluid flow. These pipes have a
development length-to-pipe diameter ratioz/d of 58, and produce
a fully developed round jet, which impinges perpendicularly upon
test surface. The piston-cylinder type arrangement of the pipe sys-
tem permits the distance between the nozzle and the test surface to
be set to different values~with an accuracy of60.05 cm!up to a
maximum valueL of 48 cm.

The jet temperature is measured using a thermocouple, which is
constructed of 0.025 cm diameter Chromel-Alumel thermocouple
wire, and placed in the air stream at a location 10 cm upstream
from the nozzle exit. Three thermocouples of the same type and
gauge are used to measure the ambient temperature. The signal
produced by each of these thermocouples is acquired using a data
acquisition system, which consists of Strawberry Tree/Data
Shuttle 12-bit A/D board and Pentium PC computer. Each thermo-
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couple is calibrated in a NESLAB/RTE-221D constant tempera-
ture bath within60.1°C accuracy, using a PRT~Platinum Resis-
tance Thermometer! as a temperature standard.

The test plate is a clear 1 cm thick Plexiglas sheet. This material
is chosen for its low thermal conductivity, to minimize heat con-
duction to the wall. A sheet of Intrex is glued to the surface of the
plate. Copper foil strip electrodes are attached to either end of the
Intrex surface, and silver-loaded paint is used to establish a good
electrical contact. Passing an AC current through the Intrex cre-
ates an essentially uniform wall heat flux boundary. An airbrush is
then used to apply the black paint and the micro-encapsulated
thermo-chromic liquid crystal to the Intrex surface. The liquid
crystal used in this experiment is Hallcrest R35C1W. It has a
narrow band of approximately 1°C over which the entire color
spectrum occurs. A foam insulation plate is placed behind the test
plate to minimize conduction heat losses. The entire plate assem-
bly is mounted vertically, with the test surface perpendicular to the
direction of the jet flow.

A digital color image processing system is used to accurately
determine the temperature corresponding to liquid crystal color.
The liquid crystal is calibrated within60.2°C by utilizing the
same calibration apparatus used by Lee et al.@11#. The image
processing system consists of Sony FX310 CCD camera,
DARIM/Visible Office frame grabber, and Pentium PC. A white
light source from an optical fiber that emits little heat radiation is
used to minimize any radiation effects from the lighting. A TSI
IFA-300 hot-wire anemometer is used to measure the centerline
velocity and turbulence intensity along the free jet centerline. The
anemometer signals are low pass filtered at 5 kHz through a signal
conditioner, then digitized by a universal waveform analyzer with
a sampling frequency of 10 kHz. A total of 20 ensembles of 4096
data sets for the mean and RMS velocities are averaged.

3 Experimental Analysis
The measurement technique used in this study, described by

Lee et al.@10,11,15#, provides a method of using liquid crystal to
determine surface temperatures. An essentially uniform wall heat
flux is established by electrically heating the very thin gold coat-
ing on the Intrex surface. The heat flux is adjusted by changing the
current passing through the Intrex, which changes the surface tem-
perature. Under the uniform wall heat flux condition, an isotherm
on the Intrex surface corresponds to a contour of a constant heat
transfer coefficient. The local heat transfer coefficient is then cal-
culated from

h5
qv

Tw2Tj
(1)

where the net heat fluxqv was obtained by subtracting the heat
loss from the total heat flux through the Intrex; i.e.,

qv5
f IV

A
2«s~Tw

4 2Ta
4 !2qc (2)

Here f is the ratio of the local electrical heating to the average
heating and is a measure of the uniformity of the gold coating on
the Intrex. Baughn et al.@16# found the uniformity to be as high as
98 percent for a carefully selected small area of the Intrex corre-
sponding in size to that of the present experiment. Therefore, for
the heat flux calculations we assumedf '1, but f was maintained
in Eq. ~2! because it contributed to the overall uncertainty~see
Table 1!.

The uncertainty in the local Nusselt numbers is estimated with
a 95 percent confidence level using the methods suggested by
Kline and McKlintock@17#. Table 1 shows that the overall uncer-
tainty in the Nusselt number is estimated to be 2.90 perent when
Re523,000,L/d56, and r /d50, and 2.96 percent when Re
523,000,L/d56, andr /d55.09. The contribution of each mea-
sured variable to the overall uncertainty is also shown in Table 1
for the specified conditions. The uncertainty in the gold coating
uniformity factor,f, is the largest contributor to the overall uncer-
tainty. Another important source of uncertainty is the liquid crystal
measurement of the plate wall temperature,Tw .

4 Results and Discussion
Lee et al.@15# proved in their research that a jet flow has a fully

developed velocity profile at the nozzle exit, and the present re-
search uses the same flow test apparatus. Therefore, this study
measures the local heat transfer coefficient, the centerline velocity,
and the turbulence intensity when a fully developed round jet
impinges perpendicular to a flat plate.

Figures 2 and 3 show the distributions of the mean velocity and
turbulence intensity along the free jet centerline for nozzle diam-

Fig. 1 Schematic diagram of the test apparatus for a jet im-
pinging on a flat plate surface

Table 1 Nusselt number uncertainty analysis

Xi value dXi (Nu ]Xi

dXi ]Nu)3100(%)

r/d50 5.09
f 1 0.02 2.00 2.00

Tw 35.5 ~°C! 0.20 1.44 1.43
Ti 21.5; 21.4~°C! 0.15 1.04 0.95
qc 0 ~W/m2! 22.17; 6.55 0.97 0.89
V 34.88; 19.48~V! 0.125 0.36 0.64
1 3.79; 2.17~A! 0.01 0.26 0.46
d 2.16~cm! 5.03103 0.22 0.23
« 0.9 0.05 0.19 0.60
A 0.0576~m2! 5.03103 0.09 0.09

Total Nu uncertainty dNu/Nu52.90 2.96

Fig. 2 Velocity profiles along the free jet centerline for
ReÄ23,000
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eters ofd51.36, 2.16, and 3.40 cm when Re523,000. Giralt et al.
@18# defines the potential core length as the distance from the
nozzle exit to the point where the centerline velocity (Uc) is 98
percent of the nozzle exit velocity (Uce). According to this defi-
nition, the potential core lengths, whend51.36, 2.16, and 3.40
cm, are 2.3, 2.7, and 3.0 times the nozzle diameter, respectively.
Thus, it follows that the potential core length increases with an
increasing nozzle diameter. Figure 2 also shows that at the same
L/d, the larger nozzle diameter produces the bigger mean velocity
~or bigger jet momentum!.

It can be seen from Fig. 3 that for all nozzle diameters, the
turbulence intensity within the potential core maintains their mag-
nitudes at the levels of 4;5 percent. However, outside the poten-
tial core, magnitudes of the turbulence intensity level rapidly in-
crease untilL/d'7 to 8, due to an active mixing of the jet flow
with an ambient air. Figure 3 also shows that beyondL/d58, the
turbulence intensity gradually decreases.

Figure 4 shows the effect of the nozzle diameter on the stagna-
tion point Nusselt number Nust . Whend53.40 cm, Nust is 10.0
percent and 19.1 percent larger than the values obtained whend
52.16 and 1.36 cm, respectively. The similar trend can be seen
from the results by Yan@7# for circular and straight pipe with
nozzle diameter ofd54.03 cm and the same Reynolds number of
Re523,000. Yan’s Nust is 4.7 percent larger than the value ob-
tained in the present study withd53.40 cm. This may be attrib-
uted to the increase in the mass flow rate, jet momentum, and
turbulence intensity with the larger nozzle diameter.

Gau and Chung@19# report that the size of the vortices that
impinge on a plate increases as the nozzle diameter becomes
larger, which in turn results in the heat transfer augmentation.

They also show that the maximum Nust occurs atL/d'7. These
behaviors are consistent with our experimental results. Lee et al.
@15# and Kataoka et al.@20# too report that the maximum Nust
occurs atL/d'7 where the turbulence intensity reaches roughly a
maximum value, which is in excellent agreement with the results
in the present study shown in Figs. 3 and 4. In the mean time, the
effect of nozzle diameter on Nust is gradually diminished when
L/d.8, and does not seem to exist beyondL/d518;20.

Figure 5 shows the local Nusselt number distributions when
Re523,000 andL/d56 for different nozzle diameters. The Nus-
selt numbers increase with the increasing nozzle diameter at the
stagnation point region corresponding to 0<r /d<0.5. However,
the effect of the nozzle diameter on the Nusselt numbers is neg-
ligibly small at the wall jet region corresponding tor /d.0.5. This
is because the impinging jet flow characteristics are nearly lost in
the process of the re-development of the boundary layer after the
jet impinges on the plate. It should be noted that the local Nusselt
number measurements were made for the range ofL/d52 to 14,
and the results atL/d56 only are selected as a representative
case. However, the results at otherL/d’s ~not shown here!indicate
that the diameter effect on the stagnation point region is more
marked for 2<L/d<8 and its effect gradually diminishes asL/d
changes from 10 to 14.

5 Summary and Conclusions
The effects of nozzle diameter and nozzle-to-surface distance

on heat transfer and fluid flow are investigated for a round turbu-
lent jet impinging on a flat surface at a uniform heat flux boundary
condition. The flow at the nozzle exit has a fully developed ve-
locity profile. The jet Reynolds number Re is 23,000, and the
dimensionless nozzle-to-surface distanceL/d ranges from 2 to 14.
Three nozzle diametersd of 1.36, 2.16, and 3.40 cm are consid-
ered. Local Nusselt number distributions are determined from sur-
face temperatures, which are measured on the flat surface using
thermochromic liquid crystals and a digital color image process-
ing system. Important observations from the experimental data are
noted and summarized below.

1. According to the distributions of the mean velocity and tur-
bulence intensity along the free jet centerline when Re
523,000, the potential core lengths for nozzle diameters of
d51.36, 2.16, and 3.40 cm, are 2.3, 2.7, and 3.0 times the
nozzle diameter, respectively. Thus, the potential core length
increases with an increasing nozzle diameter. In other words,
for the sameL/d, the larger nozzle diameter produces the
bigger mean velocity~or bigger momentum!. In the mean
time, the turbulence intensity within the potential core main-
tains their magnitudes at the levels of 4;5 percent. How-
ever, outside the potential core, the turbulence intensity rap-

Fig. 3 Turbulence intensity profiles along the free jet center-
line for ReÄ23,000

Fig. 4 Effect of nozzle diameter on the stagnation point Nus-
selt number for Re Ä23,000

Fig. 5 Effect of nozzle diameter on the local Nusselt number
distributions for L ÕdÄ6 and ReÄ23,000
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idly increases up toL/d'8, due to an active mixing of the
jet flow with an ambient air, and gradually decreases beyond
L/d58.

2. Whend53.40 cm, the stagnation point Nusselt number Nust
is 10.0 percent and 19.1 percent larger than the values ob-
tained whend52.16 and 1.36 cm, respectively. This may be
attributed to the increase in the jet momentum and turbu-
lence intensity with the larger nozzle diameter, which in turn
results in the heat transfer augmentation at the stagnation
point. In the mean time, the effect of nozzle diameter on
Nust is gradually diminished whenL/d.8, and does not
seem to exist beyondL/d518;20.

3. When Re523,000 and for all nozzle diameters tested, the
maximum Nust occurs atL/d'7, which is consistent with
the results from other investigations. It turns out that the
physical mechanism for the maximum Nust to occur atL/d
'7 is that the turbulence intensity reaches roughly a maxi-
mum value in that region.

4. The local Nusselt numbers increase with the increasing
nozzle diameter at the stagnation point region corresponding
to 0<r /d<0.5. However, the effect of the nozzle diameter
on the local Nusselt numbers does not exist at the wall jet
region corresponding tor /d.0.5. This may be attributed to
the fact that the impinging jet flow characteristics are almost
lost in the process of the re-development of the boundary
layer after the jet impinges on the plate.

Nomenclature

A 5 surface area of the gold film Intrex~m2!
d 5 pipe nozzle diameter~cm!
f 5 gold coating uniformity factor
h 5 heat transfer coefficient~W/m2 K!
I 5 current across the gold film Intrex~A!

ka 5 thermal conductivity of air~W/mK!
L 5 distance from the nozzle to the plate surface~cm!

Nu 5 local Nusselt number,hd/k
Nust 5 stagnation point Nusselt number

qc 5 conduction heat loss~W/m2!
qr 5 radiation heat loss~W/m2!
qv 5 net heat flux~W/m2!

r 5 streamwise distance from the stagnation point~cm!
Re 5 Reynolds number,Ud/n
Ta 5 ambient temperature~°C!
Tj 5 jet temperature~°C!
Tw 5 wall temperature~°C!

u 5 fluctuating velocity along the free jet centerline~m/s!
U 5 jet mean velocity inside the pipe nozzle~m/s!

Uc 5 mean velocity along the free jet centerline~m/s!
Uce 5 jet centerline mean velocity at the nozzle exit~m/s!
TI 5 turbulence intensity along the free jet centerline,

Au2̄ /Uce
V 5 voltage across the gold film Intrex~V!

Greek symbols

« 5 emissivity of the liquid crystal and black-paint-coated
surface

n 5 kinematic viscosity of air~m2/s!
s 5 Stefan-Boltzmann constant~W/m2 K4!
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Melting Heat Transfer
Characteristics of
Microencapsulated Phase Change
Material Slurries With Plural
Microcapsules Having Different
Diameters
The present study has been performed for obtaining the heat transfer enhancement char-
acteristics of the plural microencapsulated solid-liquid phase change materials (PCM)
slurry having different sizes, which flows in a straight tube heated under a constant wall
heat flux condition. In the turbulent flow region, the friction factor of the plural PCM
slurry was found to be lower than that of pure water flow due to the drag reducing effect
of the PCM slurry. The heat transfer coefficient of the plural PCMs slurry flow in the tube
was increased by both effects of latent heat evolved in phase change process and micro-
convection around plural microcapsules with different diameters. The experimental re-
sults revealed that the average heat transfer coefficient of the plural PCMs slurry flow
was about 2;2.8 times greater than that of a single phase of water.
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Introduction
The use of microencapsulated phase change material slurry has

been widely spread in practice since a couple of decades because
of high energy storage density owing to latent heat absorption
during a phase change process@1#. Especially, the possibility of
PCM slurry transportation in a pipe was discussed by Mehalick
and Tweedie@2#. Kasza and Chen@3# elucidated that the heat
transfer coefficient of microencapsulated phase change suspension
flow was increased three times as much as that of pure water flow
in a straight pipe. Hart and Thornton@4# reported a two-fold in-
crease in the effective specific heat of suspension and showed that
the PCM microcapsules ranging of 5mm to 50 mm in diameter
could be pumped without destroying microcapsule’s shell. The
heat transfer characteristics of PCM slurry flow in circular ducts
were clarified numerically by Charunyakorn et al.@5#. They
showed that the heat transfer coefficient obtained by the PCM
slurry were about 2;4 times higher than a pure water flow. Choi
et al.@6# observed the physical mechanism of the convection heat
transfer enhancement due to the PCM particles in a turbulent
slurry pipe flow. The melting and solidification heat transfer char-
acteristics of the microencapsulated PCM slurry flowing in a heat
transfer tube were examined experimentally and numerically for
the uniformly small size of microcapsules by authors@7#.

The purpose of the present study is to examine heat transfer and
flow drag characteristics of the microencapsulated PCM slurry
composed of plural microcapsules in different diameters as well as
different kinds of phase change materials~different melting points
and latent heats!in a straight tube. According to the author’s pre-
vious study@8#, the optimum concentration of the uniformly small
sized PCM particles~1.5 mm in diameter!in the microencapsu-
lated PCM slurry was 20 mass percent by considering both the

transmitted amount of heat and pumping power of the PCM slurry
flow. The present experimental study was carried out to examine
the flow drag and heat transfer characteristics by the mixing effect
of large size microcapsules of 17mm in diameter into the uni-
formly microencapsulated PCM slurry with small size microcap-
sules of 1.5mm in diameter in the straight tube.

The proposed plural microencapsulated PCMs slurry composed
of two kinds of PCMs having different melting points and diam-
eters is applicable for cooling and heating air-conditioning de-
mand, in which the microcapsules in a certain diameter are packed
with PCM at a low melting point and other side those in the
different diameter are packed with PCM at a high melting point.
Therefore, the present study attempts to elucidate the relationship
between the transmitted heat of plural PCMs slurry flow and its
pumping power.

Physical Characteristics and Properties of PCM Slurry
The previous paper@7# by the authors concluded that the opti-

mum mass concentration of PCM packed into microcapsules with
a small size of 1.5mm in diameter wasCsma520 mass percent by
considering both heat transfer and pumping power~pipe friction
factor! in a straight tube heat exchanger. In order to increase the
heat transfer coefficient of a mono-sized~PCM particles of 1.5
mm in diameter!and encapsulated PCM slurry in a tube flow, the
plural PCMs slurry was produced by mixing larger PCM particles
of 17 mm in diameter into a small size of PCM slurry at a con-
centration ofCsma520 mass percent. As shown in Table 1, a melt-
ing point of small sized PCM~main constituent of paraffin waxes,
n-tetradecane, C14H30) is Tm5278.9 K and a melting point of
larger sized PCM~n-docosane, C22H46) is Tm5318.2 K. The pur-
pose of the present study is to investigate the mixing effect of
larger sized PCM particles under the condition without a phase
change on the small sized PCM slurry with a phase change.
Therefore, the temperature conditions in the present experiments
were set below 318 K.
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Figure 1 presents the diameter frequency~percent!of the PCM
particles for various mass ratiosCbig of the large size PCM par-
ticles of 17mm in diameter to those of 1.5mm in diameter.

The average diameterdave of the plural microencapsulated
PCMs particles dispersed in water is calculated by an arithmetic
average method of mass raitoCbig and two different diameters of
PCM particles as shown in Eq.~1! and the total concentration,Ctot
of the plural PCMs particles in the PCM slurry is also calculated
by Eq. ~2!.

dave5
dsma1dbigCbig

11Cbig
(1)

Ctot5
Csma1CsmaCbig

11CsmaCbig
(2)

The symbols in Figs. 2~a–d! show the measured data of density
rb , specific heatCpb , thermal conductivitykb and viscositymb
of the plural microencapsulated PCMs slurry with temperatureT,
respectively. Those thermo-physical properties were obtained by
the previous measuring methods@7# and @16# which were used
with a densimeter~measuring error63 percent!for density, a
differential Scanning Calorimeter~measuring error63 percent!
for specific heat, a transient hot wire device~measuring error67
percent!for thermal conductivity and a rotating viscometer~mea-
suring error66 percent!for viscosity, respectively. The solid, dot
and dash lines in Fig. 2 were estimated from Eq.~3! for density
and Eq.~4! for specific heat which were derived by the additional
properties law@7# and Eq.~5! for thermal conductivity and Eq.~6!
for viscosity were calculated by Maxwell’s correlation and by
Vand’s correlation@10#, respectively. The physical properties ob-
tained from Eq.~3! to Eq. ~6! were estimated from the averaged
physical properties~constant value according to a solid or liquid
phase condition!of two PCMs indicated in Table 1 and those of
water with a temperature dependency.

Density, rb :rb5rw3~12Ctot!1rp3Ctot (3)

Specific heat,Cpb :Cpb5CppCtot1Cpw3~12Ctot! (4)

Thermal conductivity,kb :
kb

kw
5

21
kp

kw
12Ctot* S kp

kw
21D

21
kp

kw
2Ctot* S kp

kw
21D

(5)

In Eq. ~5!, the value ofkp corresponds to the average thermal
conductivity of both PCMs.

The kp was estimated askp5(ksma1kbigCbig)/(11Cbig).

Viscosity, mb :
mb

mw
5~12Ctot* 21.16Ctot* 2!22.5 (6)

WhereCtot* means the volume concentration of the plural PCM
particles in the PCM slurry.

From Figs. 2~a–d!, it is noticed that the measured data of the
physical properties are in good agreement with those estimated
from Eqs.~3!–~6!.

Experiment Apparatus and Method
Figure 3 shows the schematic diagram of experimental appara-

tus used to elucidate the flow drag and heat transfer characteristics
of the plural microencapsulated PCMs slurry flow in a straight
tube. The experimental apparatus consisted mainly of a heat trans-
fer horizontal tube as a test section maintained at a constant wall
heat flux, the PCM slurry circulating loop and a cooling tank with
a refrigerator to solidify PCM in the microcapsules dispersed in
water. And also the detail of the test section is shown at the lower
part of Fig. 3. The test section was made of a stainless steel tube
of 15 mm inside diameter, 0.8 mm in thickness and 5.85 m in
length.

The constant heating wall heat flux condition was obtained by
supplying directly DC electricity on the stainless steel tube from a
DC power supply unit. The uncertainty of obtained data on the
heat fluxqhw was estimated within62 percent by measuring the
electric current with a precision ammeter and voltage with a pre-
cision voltmeter across the stainless steel tube. The thermocouples
which were insulated by applying the electric insulation material.

Table 1 Physical properties of two kinds of phase change materials

Physical properties/
Phase change material

Small PCM particle
n-tetradecane (C14H30)

Large PCM particle
n-docosane (C22H46)

Melting temperature, Tm ~K) 278.9 318.2
Latent heat of melting, L~kJ/kg! 229 189
Density 803 at 278 K 815 at 317 K
r ~kg/m3! 765 at 280 K 789 at 320 K
Specific heat 1.8 at 278 K 1.7 at 317 K
Cp (kJ/kg•K) 2.1 at 280 K 2.1 at 320 K
Thermal conductivity 0.273 at 278 K 0.281 at 317 K
l ~W/m•K! 0.211 at 280 K 0.224 at 320 K

Fig. 1 The diameter distribution of the plural PCMs particles
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Those thermocouples were bonded to the tube exterior by an ad-
hesive. The measuring error of temperatures obtained by those
thermocouples was estimated within 0.05 °C from calibrating re-
sults before the test runs.

In order to prevent the heat loss from the test section to the
circumference environment, a two layer thermal insulator com-
posed of 20 mm thickness glass wool insulating material and 30

mm thickness urethane foam insulating material was installed
around the test section. As a result, the total heat loss was con-
trolled within 63 percent as compared with the total heat trans-
mitted to the plural PCMs slurry. The measuring accuracy of heat
transfer coefficienth for a pure water flow by a preliminary ex-
periment was also coincided with the reference value@11# within
65 percent. In order to measure the pressure loss differenceDP
of the plural PCMs slurry flow between inlet and outlet of the test
section, a precision manometer~measuring error within61
percent! was set between 3 mm diameter pressure drop taps
mounted on the inlet and outlet of the test tube. The fanning
friction factor f b of the plural PCMs slurry was calculated by the
following Eq. ~7!.

The mass flow rate of the test slurry was estimated by the
weighting method of a precision scale~measuring error within61
percent!. The uncertainty of mass flow rate data was estimated
about61 percent as regards to the reading error of the scale.

f b5
DPb / l te

~1/2!rbUb
2/D

3
1

4
, f w5

DPw / l te

~1/2!rwUb
2/D

3
1

4
(7)

Concerning the experimental procedure, at first, the cooling and
mixing of plural PCM slurry in the cooling bath as shown in Fig.
3 were continued until two kinds of microencapsulated phase
change materials in the slurry were solidified at the temperature of
about 278 K. Then, the plural PCM slurry was charged into the
test section of the stainless steel tube at a constant flow rate by
controlling the frequency inverter of electric power mounted on
the pump and adjusting the bypass valve set near the exit of cool-
ing bath. The plural PCM slurry heated from the heating test tube
was stored into the storage bath. The solidification rate of PCM in
small microcapsules were measured by a volumeter set at the

Fig. 2 Thermophysical properties of the plural PCMs slurry

Fig. 3 Schematic diagram of experimental apparatus
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branch part from the stainless steel tube after the test tube. All
measurements of temperatures, heat flux, flow rate and pressure
difference of the PCM slurry flow in the test section were carried
out after reaching thermally and hydrodynamically the steady-
state condition. All data were recorded into a data acquisition
system.

Experiment Results and Discussion

Velocity Profile of the Plural PCMs Slurry in the Radial
Direction. In the present experiment, the flow velocity of the
microencapsulated PCM particles in the slurry was measured us-
ing Ultra Sonic Velocity Profiler~UVP!. The UVP device could
obtain the information on flow velocity of fine solid particles sus-
pended in the fluid. Its principle is based on measuring the time
period of ultrasound beam which reflects on fine solid particles
suspended at a low concentration in the fluid@16#. Figure 4 pre-
sents the nondimensional velocity (U/Umax) profile in the nondi-
mensional radial direction (r /R) for a mixture of water and fine
plastic beads~density r5995 kg/m3, 20 mm in diameter!at a
concentration of 1000 ppm. It is seen that nondimensional veloc-
ity profile, U/Umax, of water-plastic beads slurry agrees well with
Hagen-Poiseuille’s equation. However, in the case of high concen-
tration of the microencapsulated PCM particles in the slurry like
the present experiments, the obtained flow velocity by the UVP
device might be a mixture velocity of the PCM slurry flow.

From Fig. 5, it is demonstrated that the triangle symbols indi-
cating the nondimensional velocity profile (U/Umax) for the uni-
formly small sized PCM slurry (Cbig50, Csma520 percent!are
above those~open circles!of water as a Newtonian fluid in the
range of r /R.0.3. Moreover, in the case of the plural PCMs
slurry for Cbig50.5 andCsma50.2 ~solid symbol in Fig. 5!, the
values ofU/Umax as indicated in open square symbols become
greater than those of the uniformly small sized PCM slurry in the

range ofr /R.0.4. This difference ofU/Umax between the plural
PCMs plural PCMs slurry and the small sized PCM slurry might
be qualitatively explained from the results by the following ana-
lytical model for the momentum of a spherical particle in Fig. 6.

The momentum balance on a spherical particle as a microen-
capsulated PCM particle consists of drag forceB and lift force
Z in the axial direction and radial direction and they can be
expressed by Eq.~8! using these forces in Newton’s law of
momentum.

( Fx5rpVpS dUx

dt D , ( Fr5rpVpS dUr

dt D (8)

Moreover, the balance equation in the axial direction is derived
from Eq. ~9!.

2Zx2Bx5rpVpS dUx

dt D , 2rpVpg1Zr2Br5rpVpS dUr

dt D
(9)

where, the drag and lift forces are defined as,

Z5
1

2
rpCZU2S, B5

1

2
rpCBU2S (10)

where,CZ and CB are coefficients of lift force and drag force,
respectively. The values of these coefficients are shown in Fig. 7,
whereS is the projected area of the spherical particle.

The flow motion for a microencapsulated PCM particle can be
obtained from the above equations as follows.

Fig. 4 Nondimensional velocity profile of water in the radial
direction

Fig. 5 Nondimensional velocity profiles in the radial direction

Fig. 6 Momentum model of a sphere

Fig. 7 Coefficient of lift force and drag force of a sphere
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2
1

2
rpCBUx

2S5rpVpS dUx

dt D
2rpVpg1

1

2
rpCZUr

2S5rpVpS dUr

dt D J (11)

The condition in which the spherical particle group does not
interfere to each other is assumed. In addition, drag force in radial
directionBr and lift force in axial directionZx are omitted.

Assuming that the flow is fully developed and the velocity ratio
of Ur /Ux is constant, the velocity of main streamUx is given like
the following Eq.~12!.

E
Ux0

Ux dUx

Ux
2

52
CB•S•t

2•Vp

Ux5
1

1

Ux0
1

CB•S•t

2•Vp

6 (12)

After developing the above equations in the radial direction, the
velocity profileUr of PCM slurry at the instantaneous time can be
defined by Eq.~13! and velocity of the PCM particle in the slurry
in a tube is arranged as indicated in Eq.~14!.

Ur52gt2
CZ

CB S Ux0

11
rpCBSUx0t

2rpVp

D 52gt1
CZ

CB
~Ux02Ux!

(13)

U25Ux
21Ur

25Ux
2F11S Ur

Ux
D 2G (14)

Figure 8 shows the nondimensional velocity profiles (U/Umax) of

water~solid line!, small sized PCM slurry~symbol:3! and plural
PCMs slurry for variousCbig . It is seen from Fig. 8 that values of
U/Umax increase with an increase in mass ratioCbig . Therefore, it
is evident that the difference ofU/Umax between plural PCMs
particles and single-small sized PCM particles could be explained
qualitatively by mixing effect based on the above-mentioned mo-
mentum analysis of the spherical particle.

Friction Factor. Figure 9 shows the relationship between fric-
tion factor f w and Reynolds number Re(5rwUwD/mw) for water
flow in the test section. From Fig. 9, it is clear that the fanning
friction factor for waterf w in both laminar and turbulent regions
show a good agreement with the correlations of Hagen-Poiseuille
and Blasius (f w50.79 Rew

20.25) within 63 percent. On the other
hand, the data of fanning friction factorf b for the plural PCMs

Fig. 8 Calculated nondimensional velocity profile in the radial
direction

Fig. 9 Fanning friction factor of water

Fig. 10 Fanning friction factor of the plural PCMs slurry and
uniformly small sized PCM slurry

Fig. 11 „a… Variation of local Nusselt number with non-
dimension distance in the tube axis; and „b… Variation of sur-
face wall temperature of test section tube with nondimension
distance in the tube axis

562 Õ Vol. 126, AUGUST 2004 Transactions of the ASME

Downloaded 06 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



slurry flow at various mass ratiosCbig show the different tendency
from the data for water flow in the turbulent region in Fig. 10.
That is, it is understood that the fanning friction factor of the
plural PCMs slurryf b exists between both correlations of Blasius
for Newtonian fluid (f b50.079 Re820.25) and non-Newtonian
fluid ( f b50.332 Re820.55) by Ng @12#.

In Fig. 10, it is seen that the friction factor dataf b for the
uniformly small sized PCM slurry atCsma520 mass percent and
Cbig50 percent in the turbulent flow region approaches to the
equation off b50.332 Re820.55 for Newtonian fluid proposed by
the reference@12# which could be applicable to the drag reducing
visco-elastic polymer solution flow. This result revealed that a
cluster of fine PCM particles have a function as flow drag reduc-
ing additives such as Toms effect which suppresses the occurrence
of turbulence flow and declines the turbulent structure. The same
behavior of flow drag reduction for the microcapsule PCM slurry
in the present experiments was reported by the previous paper@6#
which mentioned the flow drag reducing effect for the fine PCM
particles~about 100mm in diameter!slurry. It is also understood
from Fig. 10 that the value off b increases with an increase in the
mass ratioCbig of the larger size PCM particles due to its mixing
effect.

Heat Transfer Coefficient.Figure 11~a!presents the variation
of local Nusselt number Nux , with nondimensional axial distance
x for the plural PCMs slurry at various modified Reynolds num-
ber, Re8.

The nondimensional numbers used in the present study were
defined in Table 2 as follows;

Local Nusselt number: Nux5
hhxD

kb

Nondimensional axial distance:x5
x

D
•

1

Re8•Pr8

Modified Reynolds number based on pseudoplastic viscosity law
on non–Newtonian fluid:

Re85812nF3n11

4n G2nFrbU22nDn

mb
G (15)

Modified Prandtl number based on pseudoplastic viscosity law
on non–Newtonian fluid:

Pr85F3n11

4n GnF8U

D Gn21 mbCpb

kb

Stefan number: Steb5
CpbrbuqhwR/kbu

CtotLrp

where the value ofn is the power index of the pseudoplastic
viscosity. The power index of the plural PCMs slurry ranged from

n50.92 to 0.96. The Stefan number in Eq.~15! includes the pa-
rameter ofqhwR/kb whose unit corresponds to the temperature
difference. Therefore, the proposed Stefan number means the en-
ergy ratio of sensible heat to latent heat. The same Stefan number
based on the constant wall heat flux condition was used in the
previous paper@5# for the microencapsulated PCM slurry. The
experiments were performed under the conditions that the PCM
particles in a small size of 1.5mm in diameter absorbs the latent
heat by melting, while those in a large size of 17mm in diameter
flow without absorbing its latent heat because the operating tem-
perature is below its melting point of 318.2 K in the present ex-
periments. The open symbols in Fig. 11~a! show the local Nusselt
number of the uniformly small sized PCM slurry with PCM par-
ticles of 1.5mm in diameter. The solid and dash lines correspond
to the following correlation equations for the slurry flow without a
phase change by Bird@13,14#.

Nux51.41•F ~3n11!

4n G1/3

•x21/3~x21.25p!
(16)

Nu`5
8~5n11!~3n11!

31n2112n11

It is noticed from Fig. 11~a!that the data of local Nusselt num-
ber for small sized PCM slurry are greater than those calculated
from the correlation Eq.~16! without a phase change. These in-
crease in Nux for the small sized PCM slurry is caused by keeping
the thermal boundary temperature at around a melting point of the
PCM particles due to latent heat absorption during the phase
change. Furthermore, it is clear from Fig. 11~a! that the closed
symbol’s data of Nux for the plural PCMs slurry with two kinds of
PCM particles in different diameters are over those for the small
sized PCM slurry as indicated in open symbols. This increase in
Nux for the plural PCMs slurry would be brought by the micro-
convection around the plural particles due to the mixed convec-
tion of natural~buoyant force by PCM particles! and forced con-
vections. This heat transfer enhancement of the microconvection
in the microcapsules PCM slurry was observed by the previous
papers@15,16#.

From Fig. 11~b!, it is noticed that the wall surface temperatures
of heating tube wall surfaceThw for the plural PCMs slurry by the
closed symbols are lower than those for small sized PCM slurry.
Basing on the experimental data ofThw , qhw , andTb , the wall
surface local heat transfer coefficienthnx under the constant wall
heat flux condition was calculated by Eq.~17!.

hhx5
qhw

~Thw2Tb!
(17)

Figure 12 shows the variation of the mean Nusselt number Num
with modified Reynolds number Re8. It is seen that the data of

Table 2 Nondimensional parameters

Local Nusselt number Nux5
hhxD

kb

Non-dimensional axial distance x5
x

D
•

1

Re8•Pr8

Modified Reynolds number based on power viscosity law Re85812nF3n11

4n G2nFrbU
22nDn

mb
G

Modified Prandtl number based on power viscosity law Pr85F3n11

4n GnF8U

D Gn21 mbCpb

kb

Stefan number Steb5
CpbrbuqhwR/kbu

CtotLrp
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Num for the plural PCMs slurry are greater than those for the
small sized PCM slurry~symbol:L! and the slurry without phase
change~symbol: 3!. As the mass ratioCbig increases, the mean
Nusselt number Num is increased by the above-mentioned mixing
effect by large sized PCM particles. As a result, It is understood
that value of Num for Cbig50.5 is 2.8 times greater than that for
the slurry without phase change.

When the microcapsules were suspended in a carrier fluid like
water and circulated through the heating tube, Kasza and Chen@3#
and Choi et al.@6# observed that the convective heat transfer co-
efficient was increased by the mixing effect of the microconvec-
tion around solid particles, which promotes mass transfer between
carrier fluids with different temperatures inside and outside of
thermal boundary layer developed from the heating tube surface.
The present study elucidated also the enhancement of heat transfer
coefficient based on mixing effect of microconvection around mi-
crocapsule particles by numerical simulation of particle motion in
Fig. 8 and velocity profile of microcapsule PCM slurry obtained
with a UVP in Fig. 5.

Heat Transfer and Pumping Power of the Plural PCM Slur-
ries. Referring to application of the plural PCMs slurry, it is
necessary to investigate the relationship between the transmitted
heat in a heat exchangerQtr and its pumping powerWth .

First, the transmitted heat quantity through a circular tube for
the plural PCMs slurryQtr was calculated from the following Eq.
~18! as the sum of latent heat quantity and sensible heat quantity
exchanged through the circular tube.

Qtr5mb3~Cpb3DT1Lb! (18)

In Eq. ~18!, DT is the temperature difference of the plural
PCMs slurry at the inlet and outlet position of the circular tube
according to experimental conditions.

On the other hand, the theoretical pumping powerWth was
calculated by measuring pressure drop differenceDP, of the plu-
ral PCMs slurry at the inlet and outlet position of the circular tube
as mentioned in the former section as follows:

Wth5
D2

4
pUbDPb (19)

Figure 13 shows the variation of the ratio ofQtr to Wth for the
plural PCMs slurry with modified Reynolds number Re8. It is
understood that the value ofQtr /Wth decreases with increasing
the mass ratioCbig . This tendency ofQtr /Wth is caused by the
fact that the increase in pumping power based on the viscosity of
the plural PCMs slurry surpasses the increase in the transmitted
heat quantity as the mass ratioCbig increases. It is intriguing that
there appears a local maximum ofQtr /Wth at around Re852300.

Characteristic of Heat Transfer and Drag Reduction. Fig-
ure 14 presents the results shown in Figs. 6 and 8 replotted as
friction factor ratioDR versus nondimensional heat transfer pa-
rameter ratio HTR as defined in Eq.~20!.

DR5
f n f2 f b

f n f
, HTR5

j Hn f2 j Hb

j Hn f
,

(20)
j Hb5St•Pr82/3, j Hn f5St•Pr2/3

where, f n f and j Hn f correspond to the friction factor and nondi-
mensional heat transfer parameter of water as Newtonian fluid,
respectively, and alsof b and j Hb correspond to those for the plural
PCMs slurry. The data in Fig. 14 indicate that the tendency of DR
or HDR varies at around the point of Re8'2300. In the range of
500,Re8,2300, the data of HTR are greater than those ofDR.
On the other hand, in the range of 2300,Re8,6000, the data of
HTR are lower than those forDR. Concerning the application of
the plural PCMs slurry to the heat carrier medium for a heat
exchanger, these results reveal that the modified Reynolds number
should be controlled in the turbulent region~Re8.2300!to require
the effect of drag reduction. On the contrast, in order to need the
effect of heat transfer enhancement, the modified Reynolds num-
ber must be controlled in the laminar region~Re8,2300!.

Concluding Remarks
The heat transfer enhancement of the plural PCMs slurry has

mainly been investigated experimentally under the flow condi-
tions of both laminar and turbulent flow in a circular tube with a
constant wall heat flux. The influence of latent heat evolved dur-
ing the phase change process and microconvection around the
PCM particles were clarified for both small sized PCM and plural
PCMs slurries. The main conclusions and the results of experi-
ments are summarized as follows:

Fig. 12 The relationship between Mean Nusselt number and
modified Reynolds number

Fig. 13 The relationship between Qtr ÕWth and Re 8

Fig. 14 The relationship between drag force ratio DR and non-
dimensional heat transfer ratio HTR
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• It was seen that the generation of turbulence in the plural
PCMs slurry with PCM particles in different diameters was
suppressed by the Toms effect of PCM particles dispersed in
water in the turbulent region such as flow drag reducing sur-
factant additives.

• The local Nusselt number of the plural PCMs slurry showed
greater value than that without phase change due to the mix-
ing effect by the microconvection and latent heat adsorption
during melting process of phase change material dispersed in
water.

• Concerning the application of the plural PCMs slurry to a
heat transfer medium of heat exchanger, it was concluded that
the modified Reynolds number should be controlled in the
turbulent region~Re8.2300! to require the effect of drag
reduction. On the other hand, the modified Reynolds number
should be limited in the laminar region~Re8,2300! in order
to take advantage the heat transfer enhancement by the plural
PCMs slurry.

Nomenclature

B 5 drag force of sphere, Pa
C 5 mass concentration of plural PCM particles in the

PCM slurry
C* 5 volume concentration of plural PCM particles in the

PCM slurry
CB 5 drag coefficient of sphere

Cbig 5 mass ratio of large size PCM particles~17 mm in
diameter!to small size PCM particles~1.5 mm in
diameter!

Csma 5 mass concentration of small size PCM particles~1.5
mm in diameter!in the PCM slurry

CZ 5 lift coefficient of sphere
CP 5 specific heat, kJ/~kg•K!
D 5 inside diameter of tube, m

DR 5 drag force ratio as defined in Eq.~18!
d 5 diameter of microcapsule, m
F 5 force, N
f 5 fanning friction factor
g 5 gravitational acceleration, m/s2

HTR 5 nondimensional heat transfer ratio as defined in
Eq. ~20!

h 5 heat transfer coefficient, W/~m2
•K!

j H 5 nondimensional heat transfer parameter
k 5 thermal conductivity, W/~m•K!
L 5 latent heat of PCM, kJ/kg
l 5 tube length, m

m 5 mass flow rate, kg/s
n 5 power law index of non–Newtonian fluid

Nu 5 Nusselt number
P 5 pressure, Pa
Pr 5 Prandtl number

Pr8 5 modified Prandtl number based on pseudoplasticity
viscosity as defined in Eq.~8!

q 5 heat flux, W/m2

Q 5 amount of heat, W
R 5 tube radius, m
r 5 radial distance, m

Re 5 Reynolds number
Re8 5 modified Reynolds number based on pseudoplasticity

viscosity as defined in Eq.~15!
S 5 projective surface area of sphere, m2

St 5 Stanton number
Ste 5 Stefan number

T 5 temperature, K
t 5 time, s

U 5 velocity, m/s

V 5 volume, m3

Wth 5 theoretical pumping power, W
x 5 tube axial distance, m
Z 5 lift force of sphere, Pa
D 5 difference

Greek Symbols

m 5 pseudoplasticity viscosity, kg/~m•sn)
r 5 density, kg/m3

x 5 nondimensional tube distance
F 5 frequency~percent!of microcapsule diameters
v 5 angular velocity of sphere, s21

Subscripts

ave 5 average
b 5 bulk

big 5 microcapsule particle of 17mm in diameter
e 5 entrance region

hw 5 heating wall
hx 5 local position on the heating wall inx-direction
m 5 melting point

n f 5 Newtonian fluid
p 5 particle
r 5 radial direction

sma 5 microcapsule particle of 1.5mm in diameter
te 5 test section
th 5 theoretical
tot 5 total
tr 5 transfer
w 5 water
x 5 tube axial direction

x0 5 center of tube
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Nano-Scale Machining Via
Electron Beam and Laser
Processing
It is recently conceptualized that nano-scale machining might be achieved by coupling
electron emission with radiation transfer. A laser may be used to heat a workpiece to a
threshold temperature, and a nano-probe might then transfer additional energy via elec-
tron emission to remove a minute amount of material. To investigate this hypothesis, a
detailed numerical study is presented. The electron-beam transport is modeled using a
Monte Carlo approach, and a radiation transfer model that includes Fresnel reflections is
adapted to simulate laser heating. The numerical study suggests that approximately 0.5 W
from a single electron-beam is sufficient to initialize local evaporation from a gold film.
With the use of a laser, the required power can be halved if the film is sufficiently thin.
This paper describes the details of the numerical study and establishes guidelines for such
nano-scale machining processes.@DOI: 10.1115/1.1777581#

Keywords: Heating, Heat Transfer, Machining, Monte Carlo, Nanoscale

Introduction
Nano-manufacturing is receiving significant attention in indus-

try and research institutions due to the ever-growing interest in
nanotechnology. Nano-structures are usually manufactured via
two-step processes that generate a pattern~e.g., electron-beam li-
thography!and then develop the pattern~e.g., etching!. Recently,
our group hypothesized that single-step or direct-write nano-scale
machining might be achieved by coupling nano-probe field emis-
sion with radiation transfer@1#. A laser may be used to heat a
workpiece within a microscopic region that encloses an even
smaller nanoscopic region subjected to a focused electron beam.
The electron-beam supplies marginal heat sufficient to remove a
minute volume of material by evaporation or sublimation. Experi-
mentally investigating this hypothesis requires an estimate of the
power needed in the electron-beam. In this paper, a detailed nu-
merical study is conducted to study electron-beam processing; the
governing equations are outlined and a solution scheme is dis-
cussed. Finally, a series of representative results are presented for
the case of a gold film on a quartz substrate.

Traditional electron-beam processing@2# employs electrons
from an electron-gun that emits many electrons and projects them
onto a solid workpiece. The key feature of this method is the use
of electrons with large kinetic energies. These electrons penetrate
into the lattices of the target solid and transfer significant energy
to the workpiece via inelastic collisions. This penetration and en-
ergy transfer induces ‘‘melting’’ and ‘‘evaporating,’’ to manufac-
ture the desired patterns.

The interaction between energetic electrons and solid materials
is very complex. Since accelerated electrons are extremely small,
they easily penetrate the lattice of atoms in a solid workpiece.
When energetic electrons strike and interact with a solid material,
they are scattered in various directions. An elastic scattering refers
to the re-direction of a propagating electron while an inelastic
scattering re-directs the electron and attenuates its energy. Elec-
tron scattering within the workpiece affects the penetration depth,
which depends upon the initial energy of the electrons.

Due to the complicated interactions between propagating elec-
trons and the solid material, obtaining a realistic analytical solu-
tion is difficult. In this work, a Monte Carlo Method~MCM! is

used to statistically simulate the electron-beam transport; a large
number of electron ensembles penetrating the workpiece surface
are traced according to the material properties of the workpiece
@3#. The change in the temperature of the workpiece is modeled
using the Fourier heat conduction equation. Reasons for employ-
ing this equation are discussed later in the paper. Further consid-
eration of using the Boltzmann transport equation~BTE! in place
of Fourier’s law is being considered and developed to determine
the validity of the law in micro and/or nano systems@4#.

The interactions between electrons and solid materials have
been investigated in the literature both theoretically and experi-
mentally@5–7#. Particularly, Whiddington’s work@7# is important
as it relates the electron penetration rangeRp (m) with the elec-
tron acceleration voltageV ~Volt! and the mass density of the
metalr ~kg/m3!, which is given as

Rp52.2310211 V2/r. (1)

Here,Rp is the depth that the penetrating electrons reach as they
are incident on the target surface, indicating that most of the en-
ergy from the propagating electrons is absorbed within this range.
However, this expression is incorrect at low applied voltages
~,20 kV! since the curve fit was done at a much higher voltage
range. In order to properly predict the penetration depth at low
voltages, a more rigorous approach is needed, and for that reason
we used the MCM to simulate the electron-beam transport.

With high acceleration voltages much of the energy is absorbed
below the surface of the workpiece; a 30-kV electron-beam pen-
etrates about 1mm into a gold surface. As a result, the highest
temperature would occur below the surface because energy is ab-
sorbed throughout the penetration range. For more modest accel-
eration voltages, the profile of absorbed energy is concentrated
near the surface; a 4-kV electron-beam penetrates only 60 nm~as
predicted by the MCM!, but this limits the total energy that can be
delivered via the electron-beam. For this reason, nano-machining
may require threshold heating in conjunction with an electron-
beam of modest acceleration voltage.

Problem Description and Assumptions
Our objectives are to model the electron-beam transport, to pre-

dict the temperature field in the workpiece, and to determine the
electron-beam power to effectively remove atoms from a work-
piece and achieve nano-machining. We are in search of the suffi-
cient number of energized electrons supplied per unit time~or
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current!to elevate local workpiece temperatures near the melting,
evaporation, or sublimation temperatures. It should be realized
that the concepts of ‘‘melting’’, ‘‘evaporating’’, and ‘‘sublima-
tion’’ at nano-scales are loosely used here, and they require further
investigation, particularly in conjunction with detailed experi-
ments. The models and predictions developed in this work will
subsequently serve as experimental guidelines for finding suitable
nano-probes for nano-machining.

Schematic of the problem is depicted in Fig. 1. We consider two
possible scenarios. The first uses only the electron-beam as the
source of heating, which is illustrated in Fig. 1~a!. In the second
one we consider auxiliary heating using a laser at the interface
between the workpiece and the substrate, in addition to the
electron-beam heating~see Fig. 1~b!!. For our current investiga-
tions, the type of the electron source used in the simulations is
irrelevant as long as it can emit sufficient electrons without fail-
ing. In simplifying our current investigation, it is assumed that
there are no electron sources or drains imposed on the workpiece.
Such additional applied voltages across the workpiece would alter
the propagation of penetrating electrons from the electron-beam
and may also cause non-uniform joule heating within the work-
piece. These details will be included in future models as joule
heating can serve as a means of assisting the nano-machining
process by providing additional heat beside the electron-beam and
laser.

In this study, we choose a thin gold film as the solid target~or
workpiece!, which is deposited on a 10-mm semitransparent sub-
strate~quartz!. Both the workpiece and the substrate are assumed

to have a radial dimension of 10mm. The thickness of gold film is
considered to be either 200 nm or 500 nm. Although the actual
thickness of the substrate in the experiments would possibly be a
few hundred microns thick, it would not affect our final results
since the 10-mm quartz is ‘‘infinitely thick’’ with respect to heat
waves~not to mention a 100-mm quartz!. We assume that quartz
does not absorb any radiant energy~i.e., it is transparent to the
laser!. A single electron source is considered to emit electrons,
with predetermined initial kinetic energies, directly onto the top
surface of the workpiece. A laser with a wavelength of 355 nm is
chosen to heat the workpiece from the bottom of the substrate.
The laser wavelength is selected to minimize reflection of the
incident radiation, as gold reflects radiation significantly at wave-
lengths beyond 355 nm. Although the workpiece and the laser are
specified in the calculations, the numerical approach presented in
this work is general and can be extended to other materials or
laser wavelengths.

The origin of the coordinate frame is set at the point where
electron bombardment occurs. A cylindrical coordinate system is
used for the computations since both the electron-beam and the
laser impinge normally on the workpiece and the solution will be
axisymmetric along thez-direction. The choice of distances be-
tween the electron-beam, the laser, and the workpiece are not so
critical at this stage of simulations since they only affect the inci-
dent profiles of the electrons and photons at the boundaries; these
parameters can easily be modified in later studies. Our current
interest focuses on the material removal using a single probe;
therefore, only a single electron-beam is used for the machining
process. Machining paradigms based on multiple beams are under
consideration@8#, and these will be discussed in a future work.

In vacuum, the only two possible heat transfer mechanisms are
radiation and conduction. The emission of radiation from the
workpiece at high temperatures is inevitable and needs to be con-
sidered. However, radiation heat transfer at nano-scale levels re-
quires intense studies and investigations, and the radiative prop-
erties ~i.e., emissivity and absorptivity! at nano-scales and
temperatures beyond melting are not readily available for gold. In
addition, emission of radiation depends greatly on surface areas
~which are extremely small in this problem!; therefore, they may
not have any impact in the energy balance at all. For these reasons
emission is omitted in this study. Hence, we assume that the top of
the workpiece, the bottom of the transparent substrate and side
walls are considered insulated, and the problem of this sort is
naturally unsteady since there are no heat losses. In terms of the
computational domain, the overall geometry is a dual layer of
cylinders. If the computed temperatures near the side wall of the
cylinder are equal to the room temperature, then the solution is
physically equivalent to a plane-parallel workpiece with infinite
side walls at room temperature. In addition, we assume that the
medium is homogeneous and free of defects and cracks. Such an
assumption simplifies the heat transfer analysis, as electron and
photon scatterings become extremely complicated when there are
impurities in the medium.

Computational Grid
The computational grid, depicted in Fig. 2, is expressed in cy-

lindrical coordinates with the grid indexm corresponding to the
radial directionr, and the grid indexn corresponding to the axial
direction z. The MC simulations for the electron-beam transport
are performed in the uniform grid, which is the domain given by
(r 3z)5(R13L1) and spans fromm50 to NR121 andn50 to
NL121. Since the boundary conditions are defined far away from
the incident electron-beam and laser, the use of a uniform grid
within the entire computational domain for the conduction prob-
lem would be impractical. To overcome this, we increase the grid
spacing as we move away from the origin. Generally, the radial
distribution of the laser would be larger than that of the electron-
beam; therefore, the uniform grid is extended from (R13L1) to
((R11R2)3(L11L2)) when the conduction is modeled. The ex-

Fig. 1 Schematic for the nano-scale machining process con-
sidered. A workpiece is positioned on top of a substrate. The
substrate is assumed transparent to the incident laser. Two dif-
ferent evaporation methods are considered: „a… electron-beam
impinges perpendicularly on the top of the workpiece, and „b…
electron-beam and laser impinge normally on the workpiece at
opposite directions.
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tended uniform grid is then connected to the nonuniform grid with
stretching factors in bothr andz-direction. The grid is set up so
that the thickness of the workpiece is described asL11L2 ~i.e.,
n50 to NL11NL221) while the thickness of the substrate is
denotedL3 ~i.e.,n5NL11NL2 to NL11NL21NL321). The num-
ber of grid points required for the calculations, i.e.,NR1 , NR2 ,
NR3 , NL1 , NL2 , andNL3 can be determined easily using theR’s,
the L’s, and the ratios of the two adjacent grid spacing~particu-
larly, the latter over the former! for the r andz-directions.

Monte Carlo Method for the Electron-Beam Transport
The distribution of energy deposited in a workpiece due to elec-

tron bombardment can be determined using a Monte Carlo
Method ~MCM!. For the case of electrons penetrating a work-
piece, a MCM simulates the propagation of electrons inside a
workpiece based on cumulative probability distribution functions
~CPDFs!. The MCM treats an electron-beam as discrete electrons,
where all the electrons have equal energy. Each electron under-
goes a series of elastic and inelastic scatterings inside the work-
piece. The histories of many propagating electrons form the re-
sultant profile of absorbed energy.

MCM is used extensively for the solution of the Radiative
Transfer Equation~RTE!. However, the propagations of photons
follow different scattering and absorption probability distributions
than electrons@3,9#. The scattering characteristics of electrons in a
solid target based on MCMs are well outlined in the literature
@3,10–12#, which we adopt here.

The MCM simulation starts by initializing data such as the
number of ensembles, the location of emission, the initial launch-

ing direction, etc. An ensemble represents a bundle of quantum
particles~i.e., electrons or photons!. Each ensemble is launched,
one after the complete propagation of another, assuming that in-
terferences between ensembles do not exist. The distance of inter-
action, which is the distance the ensemble can propagate before
interacting with the medium, is drawn according to the material
properties of the medium. The ensemble is then moved from its
current position to the next, covering the distance of interaction
with its initial direction of emission. If it exits the medium, then it
will either contribute to the reflection or transmission. Otherwise,
its weight or energy is altered accordingly and a new propagating
direction is determined. The above procedures are then repeated
with drawing another distance of interaction.

In order to carry out a MC simulation, we need to obtain the
CPDFs of the scattering direction and the penetration distance,
replace them with random numbers ranging from 0 to 1, and then
invert the expressions to get the direction and distance as a func-
tion of random numbers@9#. The CPDF of electron scattering
direction is derived according to the scattering cross section,
which is a measure of the scattering intensity. There is a simple
and explicit expression derived from the screened Rutherford elas-
tic scattering cross section for determining the scattering angleQ
as a function of a random number RanQ , the atomic numberZ of
the solid, and the electron energyE, which is given as@13#

cos~Q!512
2aRanQ

11a2RanQ
(2)

where

a53.431023
Z0.67

E
(3)

However, Eq.~2! incorrectly represents the scattering phenomena
at low electron energies of a few kiloelectronvolts~keV! @10#.
Therefore, the Mott elastic scattering cross section is better suited
for this application. The derivation of the Mott cross-section can
be found in@14#, which will not be repeated here. Once the Mott
differential elastic scattering cross-section~i.e., dsel /dV) is ob-
tained, the total elastic scattering cross sectionsel,total is evaluated
as

sel,total5E
V54p

dsel

dV
dV5E

0

2pE
0

p dsel

dV
sinududf. (4)

The CPDF of the scattering cross section is obtained usingsel,total
and assuming azimuthal symmetry~i.e.,dsel /dV is not a function
of f! where

R~Q!5
2p

sel,total
E

0

Q dsel

dV
sinudu. (5)

Unfortunately, this equation cannot be inverted analytically to ob-
tain Q. Hence, as discussed in@3#, a table containing the CPDFs
as a function ofQ for gold is desired. When a random number is
generated, it is compared with the CPDFs and the corresponding
Q is selected from the table using a linear interpolation. Since
azimuthal symmetry is assumed, the azimuthal angle is given as

f52pRanf (6)

The CPDF of an electron penetrating a distanceS without being
scattered is given as@10#

R~S!5exp~2S/l!, (7)

where

l5
A

Narsel,total
(8)

l is the elastic mean free path of the penetrating electrons, which
depends on the atomic numberZ, the atomic weightA, the density

Fig. 2 The grid setup used in modeling the electron-beam
transport, the laser propagation, and the heat conduction in-
side the workpiece. The grid is sub-divided into two zones: „1…
A and B with uniform spacings in both r and z-directions, and
„2… C and D with non-uniform spacings where the grid is
stretched along r and z-directions with independent factors. A
is where the MC simulation in the electron-beam transport is
performed while B extends A uniformly in both r and
z-directions in order to account for the laser heating. The
boundary conditions are „a… adiabatic at rÄ0 due to symmetry
and „b… adiabatic at rÄR1¿R2¿R3 , zÄ0 and zÄL 1¿L 2¿L 3
since it is assumed that there are no convection and radiation
losses.
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r of the solid target, and the electron energyE. Replacing the
CPDF by a random number RanS , the interaction distance is de-
termined as

S52l ln~RanS! (9)

To account for the attenuation of the electron energy, the stop-
ping power~i.e., dE/dS), which describes the amount of energy
attenuated per unit distance, is needed. The most common expres-
sion for the stopping power is the modified Bethe relationship,
which is given as@10#

dE

dS
5278,500

Z

AE
logS 1.166~E10.85J!

J D , (10)

where J is the mean ionization potential. The Bethe stopping
power is typically valid untilE550 eV, which is about a few
percent of the initial energy of each electron accelerated by a few
keV. The use of this relation in determining the amount of energy
loss for electrons within the workpiece yields small error~a few
percent!in the predicted absorption profile, which is acceptable.
In this work, however, we use the experimental stopping power
obtained by Luo et al.@15# as given in@16#, where the data points
are given for electron energies as low as 3 eV.

The energy absorbed from the electron-beam is modeled as
internal heat generation when solving the heat conduction prob-
lem. The results of the MC simulations are the energy absorbed
from the electron-beam at elements within the grid. The energy is
adapted into a normalized energy densityCm,n by dividing the
absorbed energy by the volume of the element and the total energy
of incident electron ensembles, and it is mathematically expressed
as

Cm,n5
cm,n

2pr mDr mDznNenE0
(11)

wherecm,n is the total kinetic energy of electrons deposited at the
(m,n) element,Nen is the total number of electron ensembles used
~i.e., for the statistical MC simulation, not the actual number of
electrons incident on the solid target!, E0 is the initial energy of
the electrons, and the quantity 2pr mDr mDzn is the volume of the
(m,n) element. The internal heat generation at a given element
(m,n), q̇m,n

elec, is then computed with the following expression

q̇m,n
elec5ĖCm,n (12)

whereĖ is the input power of the electron-beam.

Laser Heating
A collimated laser is considered for additional heating of the

workpiece within a specified radiusRlaser ~see Fig. 3!. We assume
that the substrate is transparent to the incident laser beam~i.e., no
absorption within the substrate! while the metal layer is absorbing.
Since the absorption cross-section in a metal is much larger than
the scattering cross-section, the laser heating is analyzed in one
dimension along the direction of incidence.

The Fresnel reflections at the mismatched interfaces~i.e., dif-
ferent indices of refraction! where the laser is incident need to be
considered. For the normal incident case, the fraction of the inci-
dent radiant energy reflected,Ri→t , as the laser propagates from
mediumi to t, is given as@17#

Ri→t5S ñt2ñi

ñt1ñi
D S ñt2ñi

ñt1ñi
D *

(13)

whereñi and ñt are the complex indices of refraction of the inci-
dent and the transmitted media, respectively. In the simulations,
the initial heat fluxq09 of the laser beam propagating through the
substrate is prescribed~see Fig. 3!. As the laser first hits the
quartz-gold interface, a fraction of the heat flux,Rs→w(50.75) is
reflected while the remainder transmits through the interface.
When the laser propagates within the gold film its energy de-

creases exponentially with respect to the distance traveled due to
absorption. Therefore, the radiant heat flux as a function of depth
in the z-direction within the radial area of incidence is given as

q9~z!5~12Rs→w!q09e
2k~Lw2z! (14)

wherek is the absorption coefficient of the workpiece. The ab-
sorption coefficient is determined using the imaginary refractive
index of the workpiece,nI,w , according to the expression@18#

k5
4pnI,w

lo
(15)

wherelo is the wavelength of the laser in vacuum. Normally, the
incident photons are strongly absorbed within the first few tens of
nanometers in a metal. For alo5355 nm laser,k of gold ~i.e.,
nI,w51.848@19#! is about 0.0654 nm21 so that 95 percent of the
penetrating photons are absorbed within 46 nm into the gold film.
The thickness of the film considered in this work is sufficiently
large that the penetrating photons would never reach the other
surface of the workpiece. Hence, there is no need in considering
the interference effect between incoming photons from one end
and the reflected ones~if there is any!from the other.

To determine the amount of radiant energy per unit volume
absorbed by a computational element in the workpiece within a
radius ofRlaser, the radiant heat flux is divided by theDzn and it
is expressed as

q̇m,n
rad 5

q9~z!

Dzn
, (16)

for m50,1, . . . ,NRlaser21 andNRlaser is the radial index atRlaser.

Heat Conduction
In general, heat conduction refers to the transport of energy by

electrons and phonons. Electrons are the dominant energy carriers
in metals while phonons are solely responsible for heat transport
in insulators. In semiconductors, both electrons and phonons are
equally important. Phonons exist in all materials, and they serve
as the main source of electron scattering in metals although their
heat capacities are much smaller than those of electrons. In our
problem, electrons originated from the electron-beam and photons
from the laser penetrate the target workpiece. Therefore, signifi-
cant amount of energy and momentum are transferred to electrons

Fig. 3 Schematic for the radiative transfer inside the work-
piece. The impinging laser has a radial dimension of Rlaser and
a wavelength of 355 nm. Since the absorption of radiant energy
in a metal is strong, a one-dimensional radiation model with
exponential decaying of radiant energy in the direction of
propagation is employed; scattering of photons is neglected.
The complex index of refraction of gold is at the wavelength of
the laser. Rs\w is the reflectivity at the interface between gold
and quartz when the incident direction is from quartz to gold.
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inside the workpiece causing these electrons to become ‘‘hot’’
while phonons remain ‘‘cold.’’ Then through scatterings between
these propagating electrons and phonons, the incident energies are
distributed~or, conducted!within the workpiece. Both electrons
and phonons eventually reach thermal equilibrium.

The mean free path and the mean free time of the energy car-
riers are important in the heat transport analysis@20#. The mean
free path of an energy carrier is the average distance that the
carrier travels without involving any collision with other carriers;
the mean free time of an energy carrier is the average time that the
carrier is ‘‘free’’ ~i.e., the time required to penetrate a distance
equivalent to the mean free path!. If the size of the physical do-
main far exceeds the mean free path and the time scale is much
larger than the mean free time, then macroscopic models, such as
Fourier’s law, are used to solve the heat transport phenomena. If
the physical length scales are at the same order of magnitude as
the mean free path or the observation time is comparable to the
mean free time, then special attention should be paid to the propa-
gation of individual energy carriers, especially the collisions and
scatterings between carriers@21#.

Mean free paths of electrons in materials are usually less than a
few nanometers, and speeds of electrons are on the order of
106 m/s; both depend on the energies of the electrons@22#. This
leads to mean free times for electrons on the order of femto-
seconds. Unlike electrons, mean free paths of phonons span from
nanometers to micrometers depending on the temperature, and
their mean free times range from picoseconds to nanoseconds
since phonons travel at about the speed of sound~i.e., 103 to
104 m/s) @23#. In this work, the thicknesses of the gold film and
the quartz substrate are 200 or 500 nm and 10mm, respectively.
For the metal where electrons are of concern, the thickness con-
sidered far exceeds the electron mean free paths; therefore, the
transport behavior is spatially diffusivelike. In addition, we are
interested in machining within nano-second intervals, which is at
a time-scale much larger than mean free times of the electrons;
hence, the ballistic behavior of electrons is not important. As a
result, the electronic thermal conduction should be macroscopic
within the gold film. Unfortunately, mean free paths for phonons
can be comparable to the thickness of the workpiece depending on
the temperature, producing questionable results if the macroscopic
approach is employed. In the context of this work, the temperature
range~i.e., 300 K–3129 K!involved is vast, and mean free paths
of phonons at the higher temperatures can easily be as small as a
few nanometers or even less, meaning that the phonon transport is
likely to be diffusive.

Of the concerns regarding heat conduction at nano-scales, es-
pecially those for phonons, more detailed theoretical approaches
and experiments are required to clarify and prove the validity of
various approaches, which is beyond the scope of this work. Since
temperatures in this application are undoubtedly high so that both
the electron transport and the phonon transport could be diffusive,
and since electrons play the major role in heat transport within
metals~although electrons and phonons can exist at different tem-
peratures!, we assume the Fourier law is acceptable for the heat
conduction. Consideration of other models for more accurate
electron-phonon transport will be carried out in future works.

The derivation of the energy balance for each element within
the workpiece and the substrate is not shown here since the pro-
cedures are fairly standard and well-known@24# except that the
heat generation term at each element (m,n) in the computational
domain will include the sum of both the deposition of electron
energy and the absorption of radiant energy.

q̇m,n5q̇m,n
elec1q̇m,n

rad . (17)

Solving the System of Equations and Accounting for ‘‘Melt-
ing’’ and ‘‘Evaporation’’. After discretizing the entire compu-
tational domain, the differenced equations for all the nodal points
are collected to form a system of linear equations. It is given in
matrix representation as

BT̄5D̄, (18)

whereB is a (NR3NL)3(NR3NL) matrix, T̄ is the temperature
field, and D̄ is known from the discretizations, which contains
temperatures at the previous time step and heat generation terms
at various nodes. We solve Eq.~18! for T̄ using the point succes-
sive overrelaxation~SOR!numerical scheme@25#.

In order to properly account for ‘‘melting’’ and ‘‘evaporation’’
the latent heats of fusion and evaporation need to be included in
the solution scheme. In solving the system of equations, the point
SOR solves the nodal temperature one after another, which can be
conveniently modified to account for ‘‘melting’’ and ‘‘evapora-
tion.’’ In our current solution scheme, the code detects any nodal
temperatures beyond the ‘‘melting’’ or ‘‘evaporation’’ temperature
at any given time step. If there are any nodal temperatures com-
puted at a given time step beyond the specified temperatures, the
code re-solves the system of equations with those nodal tempera-
tures fixed at either one of the temperatures, accordingly. With the
newly solved temperature field, the energy balance is performed at
each node to determine the heat generation termqgen. Each cal-
culated qgen is the energy required to maintain that particular
nodal temperature at the ‘‘melting’’ or ‘‘evaporation’’ temperature.
Note that at this particular time step, energies are still supplied by
electrons from the electron-beam to those nodes. A fraction~i.e.,
the calculatedqgen) of the supplied energy is then used for sus-
taining the specified temperature while the rest of it is stored at the
corresponding node to overcome the latent heat of fusion, fol-
lowed by the latent heat of evaporation.

Once a node has enough latent heat, its temperature is allowed
to increase at the next time step. The stored heat never exactly
equals the specified latent heats of fusion and evaporation because
the increment time interval and hence the energy supplied are
fixed. Therefore, when an element overcomes the latent heat at a
given time step, the excess energy from the electron-beam is
added to the same element at the next time step, preventing unre-
alistic energy destruction.

Results and Discussions

Computational Parameters. In principle, material properties
such as the thermal conductivity, the specific heats, etc. are
temperature-dependent, especially in this application where the
variation of temperatures across the workpiece is large. Also, they
may change depending on air pressure. Unfortunately, these prop-
erties at temperatures beyond melting and at various air pressures
are not readily available either theoretically or experimentally.
Therefore, we use constant material properties at the ambient con-
dition. In this work, gold is the selected workpiece, which has
density (rw) of 19,300 kg/m3, specific heat (Cw) of 129 J/kg-K,
and conductivity (kw) of 317 W/m-K at the room temperature.
The melting temperature of gold is given as 1336 K while its
evaporation temperature is 3129 K@24#. The complex index of
refraction of gold at the wavelength of 355 nm is given as 1.74-
il.848 @19#. Its atomic number~Z! and the atomic weight~A! are
79 and 196.97 g/mol, respectively; the corresponding mean ion-
ization potential~J! is 0.790 keV@10#. For the transparent sub-
strate we select quartz, which hasrs52,650 kg/m3, Cs
5765.85 J/kg-K, andks51.77 W/m-K@24#. A typical value of 1.5
is assumed for the index of refraction of quartz@18#.

The incident profile of the electron-beam is a Gaussian distri-
bution with a 1/e2 radius ofRelectron@26#. In this work, two beam
profiles are assumed; one of which is withRelectron550 nm, and
the second is twice the former~i.e., Relectron5100 nm). The initial
energies of electrons originating from the electron-beam are con-
sidered to be either 4 or 6 keV. All the temperature distributions
are determined after about one nano-second~ns! of machining
process.
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Selection of the Computational Time Steps, Grid Spacings,
and Tolerances for SOR. If very fine grid spacing were adapted
in the simulations, a significant amount of computational time
would be needed for both the Monte Carlo and the conduction
heat transfer simulations to converge. Since the computational do-
mains for both models need to be overlapped, a finer grid on the
MC simulation would lead to an over-refined grid for the conduc-
tion problem.

The computational grid requirements are determined after a
number of preliminary numerical experiments. It is found that an
effective grid scheme usesDr 51.25 nm andDz51.25 nm with
10 percent increases in ther and 5 percent increases in thez-grid
spacings starting fromm5NR11NR2 andn5NL11NL2 , respec-
tively ~see Fig. 2!. The size of the uniform grid is taken to be
either (r 3z)5(400 nm3200 nm) or~400 nm3500 nm!when the
thickness of gold film considered is 200 nm or 500 nm, accord-
ingly. These values keep the computational time reasonable while
maintaining acceptable resolutions for the MC predictions. A
change of temperature on the order of 1 K is observed when
halving the grid spacings while holding other computational vari-
ables constant. Decreasing the grid stretching effect also inflicts a
temperature change of order 1 K. TheDt ’s in the various simu-
lated cases are chosen in such a way that accurate~i.e., within O~1
K!! temperature distributions are obtained. In addition, the con-
vergent tolerance for the SOR scheme is chosen to be 1026, guar-
anteeing a convergence of the temperature distribution to within
O~1 K!. As a result, we expect an overall uncertainty on the order
of 1 K for the temperature field in all our calculations.

Normalized Energy Density Deposited Due to Electron
Beam. Figure 4 depicts the electron energy deposited within
gold as determined by the MCM for two selected beam profiles
~i.e., Relectron550 nm and 100 nm!and two initial kinetic energies
of electrons~i.e., E054 keV and 6 keV!. Each of the sub-figures
depicts the average result of five separate MC runs and the num-
ber of statistical ensembles was about 103106 for each run to
ensure smooth spatial distributions. One important observation is
that by decreasing the incidentE0 , the peak amount of electron
energy deposited per unit volume within the workpiece increases
although the penetration depth decreases~see~a! and ~c! in Fig.
4!. This might seem rather confusing since one might expect elec-
trons with higher initial energy to deposit more energy per unit
volume within the workpiece. Although more energy is deposited
within the workpiece, it is distributed over a wider space since
electrons penetrate deeper into the workpiece with higher initial
energy.

Similarly, when the incident electron-beam profile is wide, the
incident electrons are more dispersed compared to the case where
the incident beam profile concentrates at the point of incidence.
Subsequently, this causes the dispersion of the electron energy
absorbed within the metal over a wider range; therefore, we ob-
serve that the energy deposited per unit volume within gold in Fig.
4~a! is less than that in Fig. 4~b! near the axis of the incident
beam.

Temperature Distribution Due to Electron Beam. Using
the normalized energy densities obtained from the MC simula-
tions, the temperature distributions were determined with the Fou-
rier law. We are interested in the material removal during a period
of about one nano-second; therefore, the conduction code runs
until the element at the origin evaporates~i.e., latent heat of
evaporation is overcome andT.Tevap53129 K). The temperature
distribution due to the electron energy deposited within gold for
the case whereRbeam5100 nm andE054 keV ~see Fig. 4~a!!is
illustrated in Fig. 5~a!. The evaporated region is portrayed in
white color. The time required for evaporation to occur is found to
be at aboutt50.9 ns for an electron-beam power of 0.5 W. The
required current or the number of electrons needed per unit time
equals 125mA or 7.831014 electrons/s for a power of 0.5 W at 4
keV. Since a 500-nm gold layer on top of a 10-mm transparent

Fig. 4 Normalized electron energy CÃ109
„nmÀ3

… „see Eq.
„11…… deposited inside gold film Results are obtained from the
Monte Carlo simulation in the electron-beam transport. The in-
cident beam has a Gaussian profile in the r -direction with „a… a
1Õe2 radius of Relectron Ä100 nm and the initial kinetic energy of
E0Ä4 keV, „b… Relectron Ä50 nm and E0Ä4 keV, and „c… Relectron
Ä100 nm and E0Ä6 keV.
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Fig. 5 „a… Temperature distribution „K … within gold film at tÄ0.9 ns. The electron-beam impinges on the top of workpiece „i.e.,
zÄ0…. A Gaussian beam profile is considered with a 1 Õe2 radius of Relectron Ä100 nm and an initial kinetic energy of E0Ä4 keV. The
power of the beam is set to ĖÄ0.5 W. The Dt used in the simulation is 0.005 ps. The thicknesses of the workpiece and the
substrate, which are gold and quartz, are assumed to be 500 nm and 10 mm, respectively. In the figure there is a sharp bending for
the isothermal lines at zÄ500 nm, which is where the interface of the two different materials. Note that this is the snapshot of the
temperature field right at the moment when the first computational element nearest the origin overcomes the latent heat of
evaporation and starts to evaporate. The small inset in top right-hand corner portrays an up-close temperature field for an area of
„rÃz…Ä„120 nmÃ 120 nm… near the origin. „b… Temperature distribution „K … within gold at tÄ0.7 ns using the same conditions in
„a… except that Relectron Ä50 nm, E0Ä4 keV, and ĖÄ0.305 W. „c… Temperature distribution „K … within gold at tÄ1.0 ns using the
same conditions in „a… but with Relectron Ä100 nm, E0Ä6 keV, and ĖÄ0.615 W.
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substrate was assumed, the isotherms bend sharply atz5500 nm
as the material properties change at the interface. Note that the
figure portrays only the portion of the computational domain
where the highest temperatures exist. The element at the origin
where evaporation occurs is removed in the figure as shown by a
white spot at the upper left-hand corner.

Using the MC result given in Fig. 4~b!, the temperature distri-
bution for an incident electron-beam ofRelectron550 nm is com-
puted and depicted in Fig. 5~b!. In this case the power of the
electron-beam was 0.305 W and evaporation started att50.7 ns.
Note that the beam has less power, yet evaporation occurs sooner
compared to the previous case~i.e., Relectron5100 nm), demon-
strating that the required power for evaporation can be reduced
when the beam is narrow. It also indicates that the temperature of
gold film can be increased much faster at the origin if the electron-
beam is more focused, and that if wider machining area is desired,
then a wider beam should be used even though this slows down
the process and may require greater beam power.

Figure 5~c!shows the temperature distribution within gold film
at t51 ns for an incident electron-beam of 6 keV with an input
power of 0.615 W. It is obvious that increasing the applied voltage
tends to spread the electron energy over a deeper range since the
penetration depth is also increased; this in turn elevates the input
power required from the beam. This is evident from the compari-
son between~a! and~c! in Fig. 5. To compare the current required
between the two~i.e., E054 keV versus 6 keV with the same
Rbeam), the evaporation time should be identical in both cases.
Therefore, it is essential to determine the required input power for
the 6-keV beam to cause evaporation att50.9 ns instead of 1 ns.
An extra simulation with a beam power of 0.625 W was per-
formed, and it was determined that the evaporation time is at 0.8
ns. Assuming a linear relationship between the time for evapora-
tion and the power, it takes approximately 0.62 W for the 6-keV
electron-beam to start evaporation at 0.9 ns as opposed to 0.5 W
for the 4-keV one. This leads to a current of 103mA for the
former and 125mA for the latter. It looks as though the current
required for achieving evaporation is actually reduced when the
beam energy increases. However, this preliminary conclusion
should not be generalized since there are other factors affecting
the outcome such as the evaporation time and the thicknesses of
the film. In-depth calculations and explorations are needed for
further clarification of the affects of other parameters.

Another interesting thing to note in Fig. 5~c! is that evaporation
first occurs layers beneath the surface creating the gold vapor,
which is expected. It is clear from Fig. 4~c! that the region with
highest density of energy deposited by the electron beam is not at
the surface but a few nanometers beneath it. However, the vapor is
trapped inside the material since the surface has not been evapo-
rated. At the instance the element at the origin is removed, the
vapor is released, leaving a noticeable evaporated region as seen
in the figure. Further examinations on the temperature distribu-
tions reveal similar trend in both~a! and~b! in Fig. 5 except that
the evaporated regions are smaller. Although it would be informa-
tive to compare among the electron-beam powers or currents re-
quired for various cases to evaporate the exact volume and shape,
it is impractical since the penetration depth varies depending on
the incident kinetic energy of the electron-beam.

Temperature Distribution Due to Electron-Beam and Laser
An alternative to reduce the power required from the CNT is to
supply additional heat via a laser. To investigate this, additional
numerical simulations were carried out. Figure 6 shows the tem-
perature distribution obtained with laser heating for the same con-
ditions used in Fig. 5~a!. To be consistent with other cases, the
result given here is at the instance where the element at the origin
evaporates. With the help of a laser heat flux of 5.09mW/nm2

(5q09) incident on the bottom of the gold layer within an area of
a radius ofRlaser5300 nm measured from thez-axis, the time
required for evaporation is shortened fromt50.9 ns ~as in Fig.
5~a!! to 0.5 ns. By coupling the laser heat flux required, the inci-

dent area, and the Fresnel reflection when the laser first enters the
vacuum-substrate interface, the laser power needed for this spe-
cific case is calculated to be about 1.5 W. Although this approach
can reduce the power required from the electron-beam, the thick-
ness of the workpiece is a limiting factor since the laser heats
from the back of the workpiece. In addition, the absorption of
radiant energy in a metal is strong; therefore, the gold film thick-
ness needs to be as small as possible in order for the laser heating
to affect the material in the vicinity of the incident electron-beam.

For the simulation results depicted in Fig. 7, the thickness of
the gold layer is 200 nm. The specifications of the electron-beam
and the laser remain the same as in Fig. 6. In this case, the laser
heating is more effective in reducing the power required from the
electron-beam. Figure 7~a! is the temperature field at about 1 ns
where evaporation occurs at the origin for a reduced electron-
beam power of 0.25 W while Fig. 7~b! depicts the time required
for evaporation as a function of various powers of the electron-
beam, with or without the use of a laser, for a 200-nm layer of
gold film. One obvious observation from the figure is that the time
to evaporation is reduced when the laser is employed for heating
from the back of the workpiece. Notice also that the evaporation
time increases as the electron-beam power is decreased. For a
strong electron-beam, using a laser would not be necessary since
the evaporation time is so short that the workpiece starts to evapo-
rate before the heat provided by the laser is conducted to the top.

Only if both the electron-beam and the laser are directed to-
wards the same point of incidence can the most advantage of the
laser heating be obtained. This would require that both beams to
be obliquely oriented, which would require revisions to the model
that can be investigated in future work.

Transient Temperature of the Origin. Figure 8 shows the
transient temperatures of the element at the origin around an in-
finitesimal radius ofDr 51.25 nm and a depth ofDz51.25 nm
under different conditions. The descriptions of the various cases
can be found in the figure caption. In short, Case 1 sets the stan-
dard for the remaining four cases. Case 2 refers to a more focused
electron-beam Case 3 the inclusion of laser heating, Case 4 re-
duced gold thickness with laser heating, and Case 5 an electron-
beam with higher incident kinetic energy.

Fig. 6 Temperature distribution „K … within gold film at t
Ä0.5 ns. Both the electron-beam and the laser are considered.
The input parameters are the same as those in Fig. 5 „a…. The
power of the laser is 1.5 W and it covers a radius of Rlaser
Ä300 nm from the z-axis. With the assistance from the laser,
the time required for the first element at the origin to evaporate
is improved from tÄ0.9 ns „as in Fig. 5„a…… to 0.5 ns.
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It is observed that the transient curve shifts to the left as the
electron-beam is focused narrower~see Cases 1 and 2!, indicating
that the transient temperature at the origin is always higher for the
latter case. This shows that a highly-focused electron-beam is de-
sired in elevating local temperatures in this application and short-
ening the evaporation time. When the laser heating is used simul-
taneously with the electron-beam, it has no effect on the
temperature of the origin untilt50.15 ns at which the temperature
starts to increase more compared to that of the case where it is
excluded~see Cases 1 and 3!. Certainly, the starting time for the
laser to aid the heating process at the origin can be reduced by
decreasing the thickness of the workpiece, which can be evident
from the transient curve of Case 4. Note that all the cases have the
same input power for the electron-beam except the final case
where the incident beam energy is lowered to 6 keV. This is be-
cause the computational cost required for the case where a 6-keV
electron-beam of 0.5 W is used is relatively expensive; therefore,

the power is increased to 0.615 W to reduce the cost while main-
taining the trend that the temperature at the origin as heated by a
lower-energy beam is lower at all time~see Cases 1 and 5!.

Conclusions
In this work, we investigated the possibility of achieving nano-

scale machining on a thin metallic film deposited on a transparent
substrate. The effects of simultaneous electron and photon pro-
cessing are considered. The propagation of the electron-beam in-
side the gold film is modeled using a MC simulation while the
laser heating is treated as a one-dimensional problem. Both the
electron and photon energy accumulated inside the workpiece are
considered as heat generation in the conduction heat transfer
model. Hence, the temperature field inside the workpiece is pre-
dicted. The results show that a power input of half-a-watt supplied
from an electron-beam alone is sufficient to start local evaporation
during about 1 ns. This can be achieved by using either a 4 or
6-keV electron-beam, provided the spatial distribution of the emit-
ted electrons from the electron-gun is no greater than 100 nm and
closely resembles a Gaussian distribution. With the help of fo-
cused laser heating, the power required from the electron-beam
can be reduced by a factor of 50 percent if the workpiece is
sufficiently thin. Although a comprehensive theoretical frame
work is presented here for predicting the power and current re-
quired for nano-scale machining, the model needs further modifi-
cations, improvements, and fine-tuning for applications to real
systems. Some of these requirements are briefly outlined below.

The accuracy of the electron energy deposition profiles pre-
dicted using the MC simulation for the electron-beam transport
can be further improved by employing a Discrete Inelastic Scat-
tering Approach~DISA! ~see@27# for further details!instead of a
Continuous Slowing-Down Approach~CSDA!, which we adapted
here. The DISA uses the experimental optical data for the work-
piece to treat all the scattering events discretely, which is more

Fig. 7 „a… Temperature distribution „K … within gold at t
Ä1 ns. Both the electron-beam and the laser heating are con-
sidered. The thickness of gold film is reduced to 200 nm and
the power of the electron-beam is set to 0.25 W. The rest of the
input parameters follow those given in Fig. 6 „b…. The time re-
quired for evaporation as a function of the input power from the
electron-beam for the 200-nm gold film.

Fig. 8 Transient temperatures at the origin around an infini-
tesimal area with radius of DrÄ1.25 nm and depth of Dz
Ä1.25 nm. The first case is set as the reference at which the
inputs for the electron-beam are Relectron Ä100 nm, E0Ä4 keV
and ĖÄ0.5 W. The gold film thickness is assumed to be 500
nm. The second has the same inputs as the reference except
that the beam is focused narrower with Relectron Ä50 nm. The
third is the same as the first case but with laser heating. The
power of the laser used is 1.5 W. The fourth has a gold film
thickness of 200 nm while the rest of the inputs are the same as
the third case. The electron-beam of the final case has
Relectron Ä100 nm, E0Ä6 keV and ĖÄ0.615 W with the laser
turned off.
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accurate than using the stopping power as in the CSDA, especially
if the incident energy of the electron-beam is around 1 keV. In
addition, the propagations of secondary electrons as a result of the
inelastic scatterings~i.e., energy lost from the primary electrons of
the electron-beam to the electrons inside the workpiece! would
further spread the incident energy from the electron-beam over a
wider volume, which is not accounted for in the current MC
model.

The radiation losses and the pressure- and temperature-
dependent material properties need to be incorporated in the con-
duction modeling. With these effects included, the required power
for the electron-beam could either be lower or higher. If radiative
losses were added, the required power is definitely higher since
the workpiece would lose heat~if it is significant!. However, it is
known that materials become more temperature-resistant as the
temperature increases; therefore, it implies that heat loss by con-
duction at the heating region would be reduced. As a result, the
input power needed from the electron-beam would be reduced as
well, which certainly benefits the case of using only the electron-
beam.

The use of Fourier heat conduction model implies that both
electrons and phonons are at the same temperature. This approxi-
mation needs to be replaced by a two-temperature model~TTM!
@23#. The TTM allows electrons and phonons to exist at different
temperatures, which is important since the electron-beam first
transfers energy to electrons inside the workpiece and causes el-
evation of the electron temperature. Consequently, electrons exist
at a temperature much higher than that of phonons. Interactions
between electrons and phonons subsequently establish equilibrium
at which both immerse at a single temperature@28#.
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Nomenclature

A 5 atomic weight~kg/mol-atom!
C 5 specific heat~J/kg-K!
E 5 electron energy~keV!

E0 5 initial energy of the electron beam~keV!

Ė 5 input power of electron beam~W!
J 5 mean ionization potential~keV!
k 5 thermal conductivity~W/m-K!
L 5 z-dimension of the geometry~m!
N 5 total number of elements~2!

Nen 5 total number of statistical ensembles~2!
Na 5 Avogadro number (56.02331023 atoms/mol)
nI 5 real part of refractive index~2!
ñ 5 complex refractive index~2!

q9 5 heat flux~W/m2!
q̇ 5 heat generation~W/m3!

q09 5 initial laser heat flux incident on the workpiece
~W/m2!

qgen 5 rate of heat generation~W!
r 5 radial axis~2!

Dr 5 grid spacing in r-direction~m!
R 5 r-dimension of the geometry~m!

R(d) 5 cumulative probability distribution~2!
Ri→t 5 fraction of laser energy reflected propagating from

medium i to t~2!
Ran 5 a random number~2!

Relectron5 the l/e2 radius of the Gaussian distribution~m!
Rlaser 5 the radius of the area where the laser uniformly heats

~m!

Rp 5 electron penetration range~m!
S 5 distance of interaction~m!
t 5 time ~s!

Dt 5 time increment~s!
T 5 temperature~K!
V 5 voltage~V!
z 5 z-axis~2!

Dz 5 grid spacing in z-direction~m!
Z 5 atomic number~2!

Greek Symbols

f 5 azimuthal angle~rad!
k 5 absorption coefficient~m21!
l 5 mean free path of electrons~m!

lo 5 wavelength of light in vacuum~m!
u 5 polar angle~rad!
Q 5 scattering angle~rad!
r 5 density of solid~kg/m3!

sel 5 elastic scattering cross section~m2!
sel,total 5 total elastic scattering cross section~m2!

V 5 solid angle~sr!
c 5 energy deposited~keV!
C 5 normalized electron energy density~m23!

Subscripts

i 5 incident
m 5 grid index in ther-direction
n 5 grid index in thez-direction
o 5 vacuum
s 5 substrate
t 5 transmitted

w 5 workpiece

Superscripts

elec 5 refers to electron transport
p 5 time step

rad 5 refers to radiative transfer
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Finite Size Effects in
Determination of Thermal
Conductivities: Comparing
Molecular Dynamics Results With
Simple Models
The thermal conductivity of nanometric objects or nanostructured materials can be de-
termined using nonequilibrium molecular dynamics (NEMD) simulations. The technique
is simple in its principle, and resembles a numerical guarded hot plate experiment. The
‘‘sample’’ is placed between a hot source and a cold source consisting of thermostatted
sets of atoms. The thermal conductivity is obtained from the heat flux crossing the sample
and the temperature profile in the system. Simulation results, however, exhibit a strong
dependence of the thermal conductivity on the sample size. In this paper, we discuss the
physical origin of this size dependence, by comparing MD results with those obtained
from simple models of thermal conductivity based on harmonic theory of solids. A model
is proposed to explain the variation of the thermal conductivity with system size.
@DOI: 10.1115/1.1777582#

Keywords: Heat Transfer, Molecular Dynamics, Nanoscale

1 Introduction
As with other transport or thermodynamic properties, the ther-

mal behavior of nanostructured materials or nanoelectronic de-
vices cannot be simply inferred by extrapolating macroscopic be-
havior to small scales. Instead, when the typical size of the device
becomes comparable to interatomic distances, a discussion of
properties and models at the atomic scale becomes essential. The
total conductance of nanowire or nanowire arrays, superlattices,
thin films and periodic thin film structures will depend on the
thermal conductivity of each component and on the thermal resis-
tance between them, all of which will be scale dependent. The aim
of experimental and theoretical studies is to predict or to measure
these characteristics@1–14#. However, the best experimental reso-
lution is still larger than 100 nm. At smaller scales, atomistic
numerical simulation appears to be an appropriate tool to predict
thermophysical properties.

Using atomistic modeling@15,16#, three methods are available
for computing thermal conductivities. The first one, mostly used
for bulk systems, is equilibrium molecular dynamics~MD! @17#
using the appropriate Einstein or Green-Kubo relations. This ap-
proach can be extended to the determination of contact resistances
@18#. An alternative route is to use nonequilibrium molecular dy-
namics~NEMD! @19–21#, and is more appropriate for inhomoge-
neous systems@22#. The last approach combines a microscopic
determination of phonon dispersion relations with a transport
theory of the Landauer-Buttiker-type~which is generally used to
calculate electronic transport properties! @23#.

In this paper, we present NEMD simulations of heat transfer in
finite size structures. The technique mimics numerically a guarded
hot plate experiment. The ‘‘sample’’ is placed between a hot
source and a cold source consisting of thermostatted sets of atoms.
The thermal conductivity is obtained from the heat flux crossing
the sample and the temperature profile in the system. NEMD is
therefore well adapted to study the influence of structural defects

and solid interfaces. We show that the simulation results exhibit a
strong dependence on sample size, and also on the type of bound-
ary conditions. In order to understand the physical origin of these
dependences, we compare our simulation results with a simple
approach based on phonon transport theory.

The type of effects we are interested in are generic in nature,
and our study a methodological one. Therefore no attempt was
made to model a specific material in a realistic manner. Rather, we
favor computational efficiency by using a simplistic model of par-
ticles interacting through a classical, pairwise, Lennard-Jones
potential:

Ep~r)54«F S s

r D
12

2S s

r D
6G (1)

Molecular dynamics simulations with Lennard-Jones potential
allow to recover with a good accuracy the properties of the ele-
ment of group VIII of the chemical periodic table~rare gas!
@15,16#. Solid argon is considered as an example in this paper
because it has been previously widely studied with MD and lots of
experimental data are available in the litterature. All the results in
the following will be given in Lennard-Jones units.«51, s51 and
m51. For the calculations, a modified version of the parallel MD
code LAMMPS@24# was used.

Finally, we want to emphasize that our calculations are purely
classical, which limits their applicability to cases where heat
transport is essentially phononic, i.e., insulators or bad electrical
conductors.

The paper is organized as follows: in the next section, we de-
scribe our NEMD simulation method and we present the influence
of the boundary conditions, simulation parameters and system size
on heat transfer and the thermal conductivity. Section 3 describes
a semianalytical approach used to rationalize our results, and sec-
tion 4 summarizes our conclusions.
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2 NEMD Simulation Methodology and Its Influence
on the Thermal Conductivity

Several papers describe the methodology used to simulate heat
transfer with NEMD. A hot thermal reservoir and a cold thermal
reservoir are used to create a temperature gradient in the system
~Fig. 1!. To create these hot and cold regions it is possible to
control the energy given or taken from the thermal reservoir either
by rescaling the velocity field of the hot and cold region or by
exchanging particles between them@13,25–27#. With this method,
the heat flux is perfectly controlled and constant during the simu-
lation. However, the temperature gradient is not controlled. We
used the alternative method of controlling the temperature of the
hot and cold region by rescaling the velocity field of these regions
in order to maintain their average temperature constant
@11,14,18,28–30#. The total temperature gradient is perfectly con-
trolled and the comparison of the heat flux given to the hot region
and taken from the cold region is a good mean to check that the
simulation is energy conservative. Three simulation parameters
are important: the frequency of rescaling, the fraction of rescaling
and the size of the thermostatted zones. Their influence on the
thermal conductivity is studied in section 2.1.

As expected, temperatures and heat fluxes experience instanta-
neous fluctuations. The mean value of the heat fluxes and tem-
perature profile are calculated over a large range of time step after
the steady state heat transfer has been reached.

All the simulations are performed in a simulation cell contain-
ing a FCC lattice of Lennard-Jones atoms at mass density
r51.075 m/s3. The lattice parametera0 is equal to 1.5496s. The
LJ inter-atomic potential of Eq.~1! is used. For computational
reasons and energy conservation, this potential has been smoothly
cut-off at a distance 3s. The size of the crystal isNxa0 , Nya0 ,
andNza0 in the x, y, andz-directions~Fig. 1!. The hot and cold
regions are sets of atoms forming a slab parallel to the (x,y) plan
so that heat transfer is unidimensional in thez-direction. The size
of the simulation cell and the location of the hot and cold region
depends on the boundary conditions that are used, as shown on
Fig. 1~a!and 1~b!. For periodic boundary conditions, the simula-
tion cell has the same size than the crystal. For free or fixed
boundary surfaces, the size of the simulation cell is larger than the
crystal size by at least the cut-off distance of the LJ potential. The
influence of the boundary conditions and the system size on the
thermal conductivity are presented in section 2.2.

The time step used for all the simulations is equal to 0.001 in
Lennard-Jones units. As the aim of the simulations is to study the
influence of the simulation parameters and the system size, the

choice of the temperature level is almost arbitrary. The average
temperature should not be too high to limit the instantaneous
variations and the problems that can be encountered for free sur-
faces boundary conditions. The average temperature of the system
and the temperature difference between the hot and cold region
are then equal to 0.2123 and 0.0274 in LJ units. This correspond
to an average temperature of 25 K for solid argon. A similar value
of 0.27 in LJ units for the average temperature was used by Lukes
et al. @25# to study the thermal conductivity of thin films of solid
argon. Under these conditions, the steady state is attained after
about 50,000 time steps~depending on the sizes of the hot and
cold regions!. Then the simulations last several hundred thousand
time steps~typically between 500,000 and 1,000,000! in order to
have a good accuracy on the temperature gradient between the hot
and cold region and the heat fluxes. The method proposed by
Lukes et al.@25# to calculate the uncertainties has been imple-
mented. This led to an uncertainty on the thermal conductivity
which lies between 15 and 20 percent.

Two important characteristics of the reservoirs must be well
understood in order to avoid an incorrect interpretation of the
simulation results. At first, the heat source and the heat sink can-
not be considered as classical boundary conditions of a continuous
medium. They are part of the system, so that phonon modes are
characterized by the whole dimension of the system and not by
the size of the intermediate zones. Secondly, as a heat flux re-
quires a temperature gradient, if the thermal reservoirs are isother-
mal then no heat flux can flow to or from them. So, there is a
temperature gradient within the thermal reservoirs, which depends
on the heat flux.

2.1 Influence of the Thermostatted Zones. Due to heat
transfer, there is theoretically no local thermal equilibrium. This
equilibrium is characterized by the Maxwell-Boltzmann distribu-
tion function of the velocity. Actually, the deviation from the equi-
librium distribution function is expected to be very small@29# so
that local temperature can still be defined and calculated. In our
case, the instantaneous temperature profile in thez-direction is
determined from the temperature of each atomic layer in the (x,y)
planes

Tz5m(
i

Nxy v i
2

3Nxykb
~Nxy : number of atoms considered!

(2)

in accordance with the equipartition principle.
The local velocity distribution function has been determined in

a system during a heat transfer simulation. The system size is
10a0 , 10a0 , and 116a0 in the x, y, and z-directions. Periodic
boundary conditions are used and the thickness of the cold and hot
regions is equal to 8a0 . The temperature profile in the system
during this simulation is shown in Fig. 2. As expected, the tem-
perature profile in the thermostatted zones is not constant: it ex-
hibits a parabolic shape as for macroscopic systems with heat
sources. For each atomic layer, the velocity distribution function

Fig. 1 Geometric configuration of the simulations: „a… for pe-
riodic boundary condition, the system and the simulation box
have the same size; „b… for free surfaces, the size of the simu-
lation box is larger than the system size

Fig. 2 Temperature profile in a system with thermostatted
zones as a function of the nondimensional position in the di-
rection of heat transfer. Periodic boundary conditions are used
in all directions. The dots indicate the thermostatted zones.
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is compared to the equilibrium Maxwell distribution function@32#
at the same temperature. Two such distribution functions are pre-
sented in Fig. 3, for layers taken in the middle of the heat source
and in the middle of the intermediate~not thermostatted! zone.
The two functions are different due to the temperature difference,
but visually, there is no significant difference between the numeri-
cal distribution and the Maxwell-Boltzmann distribution. Actually,
the differences do not exceed 2 percent, which confirm the valid-
ity of local thermal equilibrium assumption.

The other effect that might be induced by the NEMD simula-
tion method is due to the rescaling of the velocity field in the
thermostatted regions. If the rescaling significantly modifies the
vibration modes, it would modify the heat transfer in the system
and the simulation results may not be valid. As already said, three
numerical parameters govern the rescaling: the period of rescal-
ing, the fraction of rescaling and the size of the hot and cold
region. In Table 1, the thermal conductivity calculated for a sys-
tem for different rescaling periods and fractions. The results show
that the thermal conductivity does not depend on these param-
eters. All the subsequent simulations used a systematic rescaling
~period equal to the time step and rescaling fraction equal to 1!.

The effective density of states~i.e., the Fourier transform of the
velocity autocorrelation of a particle! has been determined for a
system at equilibrium. It is compared to the density of states of a
system with a heat source and heat sink such that the average
temperature of the system is also equal to the temperature of the
system at equilibrium. The two curves are superimposed in Fig. 4.
Our conclusion is that the thermostats do not significantly modify
the microscopic dynamics of our system, and are therefore appro-
priate for performing heat transport simulations.

For a system of size equal to 50a0 in all directions, with peri-
odic boundary conditions, the thermal conductivity was calculated
for two sizes of the thermostated zones: 10a0 and 15a0 , and no
significant differences were found~Fig. 5!. However, the results
exhibit a large dispersion if the number of free atoms between the
thermal reservoirs is too large because the system then requires
more time to reach the steady state.

2.2 Influence of the Boundary Conditions and System
Size.. In MD simulations, the system is placed in a simulation
box of finite size. To predict bulk properties, the standard ap-
proach is to use periodic boundary conditions~PBC!, in which the
simulation box is periodically repeated in each direction@15,16#.
The system is finite, but completely homogeneous.

To study properties of nanometric structures free surfaces are
used in all directions for a three-dimensional object, in two direc-
tions for a wire and in one direction for a film. The object is
embedded in a much larger simulation cell~Fig. 1~b!!. Studying
solids under these conditions can be difficult since evaporation
can result in unwanted shape changes. To prevent the formation of
the vapor phase, the system can be delimited by either with a set
of fixed ~‘‘dead’’! atoms~hard wall! or with ‘‘phantom’’ atoms,
i.e., weak harmonic springs that bind the atoms located on the
system surface to their equilibrium position. The spring constant
is chosen such that the associated vibrational frequency is smaller
than the Einstein frequency, so as to minimize the influence of this
constraint on vibrational dynamics@18#.

The thermal conductivity of a cube of dimensionL5Na0 has
been determined using NEMD. The cube size ranged between
10a0 to 80a0 . Four kinds of boundary conditions were used: pe-
riodic boundary surfaces in the three directions, free surfaces with
fixed ~‘‘dead’’! atoms, free surfaces with phantom atoms in all
three directions, and unconstrained free surfaces. Due to the
evaporation problem mentioned above, only one reliable data
point could be obtained for the unconstrained case. Figure 5 com-
pares the results for the thermal conductivity obtained with these
different boundary conditions, as a function of system size. The
error bars are plotted assuming the maximum uncertainty of 20
percent. Free surfaces with dead or phantom atoms yield, within
numerical accuracy, the same conductivity, which confirms the
results obtained by Lukes et al.@25#. The thermal conductivity is

Fig. 3 Velocity repartition function. Bold line: repartition func-
tion in the middle of the hot source. Thin line: repartition func-
tion in the middle of the intermediate bloc. In both cases, nu-
merical and theoretical repartition functions are superimposed.

Fig. 4 Density of states D „in arbitrary units … versus angular
frequency „Lennard-Jones units …. Line: results for system at
equilibrium; Diamonds: results for system with thermostatted
zones.

Fig. 5 Thermal conductivity in LJ units as a function of the
system size. Line with squares: periodic boundary conditions.
Empty square: result for another thermostat dimension. Line
with circles: free surfaces with dead atoms. Stars: free sur-
faces with phantom atoms. Empty circle: result for a system
with really free surfaces.

Table 1 Influence of the rescaling factor and period on the
thermal conductivity. System size: 10 a0 , 10a0 and 116a0 in the
x , y , and z-directions. Periodic boundary conditions are used
in the x and y -directions, fixed boundary atoms in the
z-direction. Thickness of the cold and hot regions equal to 8 a0 .

rescaling period rescaling fraction
thermal

conductivity ~LJ unit!

1 1 411/28
10 1 451/29

100 1 421/27
1 0.1 451/28
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smaller for the periodic boundary conditions than for free sur-
faces. The difference is systematic, but remains in the uncertainty
domain.

For free surfaces and periodic boundary conditions, the thermal
conductivity exhibits a strong dependence on the system size. This
variation can be explained by the increase of the number of modes
when the system size increases. This ‘‘mode counting’’ effect is in
principle similar for periodic boundary conditions and systems
with free boundaries. The other explanation of the size influence
on the thermal conductivity is the possible increase of the phonon
mean free path when the system size increases. For small systems,
if the phonon mean free path due to phonon scattering is larger
than the system size then phonons will be more frequently scat-
tered. This is quite obvious for systems with free surfaces, but for
systems with periodic boundary conditions, this effect has not
been clearly pointed out@33–35#. As the thermal conductivity is
smaller for periodic boundary conditions, this would mean that
periodic boundary conditions result in stronger phonon scattering
than free surfaces. This point will be discussed in section 3.3.

Plotting the inverse of the thermal conductivity as a function of
the inverse of the system size results in a nearly linear relation-
ship, both for free and periodic boundary conditions. This linear
behavior can be predicted from the analytical analysis in part 3.2.
The bulk thermal conductivity is obtained from the extrapolation
of the regression line to system of infinite length~Fig. 6!. The
difference between the two asymptotic values is less than ten per-
cent. Using the potential parameter of Argon («/kb5120 K,
s50.34 nm!the bulk thermal conductivity is found to be equal to
1.4625 percent W/~mK!at 25 K, which is in good agreement with
the value found in the literature~1.2 W/mK at 30 K increasing
when the temperature decreases! @36#. The minimum cube size
that would be required to obtain the bulk thermal conductivity
with an accuracy better than 3 percent is determined using the
extrapolation curve: it is equal to 1170a0 for a system with peri-
odic boundary conditions and 590a0 for a system with free sur-
faces. These systems are much too large~more than 109 atoms!to
be considered for MD, which justify the use of smaller systems
and the extrapolation procedure.

3 Simple Models for the Size Dependence of the Ther-
mal Conductivity

3.1 Analytical Expression of the Thermal Conductivity
In a system of volumeV at temperatureT, the number of phonons
with wave vectorK and polarizationp is given by the Planck
distribution function@37,38#

^nK,p&5
1

~ex21!
(3)

with x5\v(K,p)/kbT and wherev(K,p) is given by the disper-
sion curve.

The internal energy of the phonons (K,p) per unit volume is
the product of the number of phonons and their individual energy
@37,38#:

U~K,p!5
\v~K,p!

V~ex21!
(4)

which leads to its volume specific heat

C~K,p!5
]U~K,p!

]T
5kbx2

ex

V~ex21!2
(5)

The total volume specific heat is then equal to the sum over all the
wave vectors and polarizations

C5(
p

(
K

kbx2
ex

V~ex21!2
(6)

If v were constant then the expression for the volume specific
heat would be the same as the one given by the Einstein model.
Using elementary kinetic theory, the thermal conductivity in a
direction x associated with the phonons (K,p) can be written as
@37,38#

lx~K,p!5C~K,p!v2~K,p!t~K,p!cos2~ux~K !! (7)

with v the group velocity of the phonons (K,p):

v~K,p!5dv/dK (8)

andt(K,p) the phonon relaxation time.
The total thermal conductivity is then the sum of the individual

conductivities for all the wave vectors and polarizations:

lx5(
K
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p

lx~K,p!

5(
K

(
p

C~K,p!v2~K,p!t~K,p!cos2~ux~K !! (9)

If the material is isotropic, and if the group velocity and the re-
laxation time are assumed to be constant, the classical expression
for the thermal conductivity for an infinite system is obtained

l5
1

3
v2t(

K
(

p
C~K,p!5

1

3
Cv2t (10)

The thermal conductivity is constant and does not depend on the
system dimension. So, to illustrate the influence of the system size
on the thermal conductivity, it is necessary to take into account the
actual variation of the group velocity and the relaxation time with
the wave vector.

If the system is isotropic and its size infinite, the sum in~9!
becomes an integral, which is most conveniently re-expressed us-
ing a change of variables from wavevectorK to angular velocityv
~through the dispersion curve and density of states!. The result for
l reads

l5
\2

3kbT2Vmol
E

0

vR

v~v!2t~v!D~v!
v2e\v/kbT

~e\v/kbT21!2
dv

(11)

This expression has been used by Rosenblum et al.@33# for ex-
ample, with the assumption of constant group velocity, to compute
thermal conductivities of diamond crystals. It was named the
‘‘Phonon Spectrum’’~PS!method since it requires the knowledge
of the density of states,D(v), which can be determined previ-
ously from equilibriumMD. For a perfect crystal, a general ex-
pression representing the phenomenological variation of the relax-
ation time is used

t21~v!5tU
21~v!1tBC

21~v! (12)

with the relaxation time due to the Umklapp processes@38,39#

Fig. 6 Inverse of thermal conductivity as a function of the in-
verse of the system size. The extrapolation of the regression
line to an infinite system size gives the bulk thermal conductiv-
ity.
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tU
21~v!5Av2Tj exp~2B/T! (13)

and the relaxation time due to the presence of the system
boundaries

tBC
21~v!5v/~aL! (14)

An other empirical formula@40# was proposed fortBC

tBC
21~v!5v* ~12s!/L (15)

where s represents the fraction of all phonon specularly scattered
from the boundary surfaces~sP@021#!. HereL is the distance
traveled between two scattering events by the boundaries.

Rosenblum et al.@33# assumeL to be constant and equal to the
characteristic length of the system.A, B, j, a are identified in
order to fit the calculated thermal conductivity to an experimental
value. ThePS method allows the prediction of the thermal con-
ductivity of an infinite medium~L infinite leads totBC

21(v)50),
or of a finite object with characteristic lengthL in the three direc-
tions of space from the knowledge of the density of state and a
few experimental values. As shown in the previous section, the
density of states can be calculated from simple molecular dynam-
ics simulation at equilibrium. This method requires much less
CPU time than NEMD and the results do not depend on the way
heat transfer is simulated. However, the continuous integral over
the angular frequency range implies the following:

1. The phonon properties do not depend on the wave vector
direction. SinceL is assumed constant for all wave vectors,
it is then not possible to study the size effects in nanowires
or nanofilms. For such structures,L is a function of the
wave vector direction and can be considered infinite in one
or two directions.

2. The number of modes is infinite. The number of modes is
equal to 3N23 whereN is the number of atoms in the sys-
tem. If the system size is small, the sums in Eq.~6! can not
be accurately transformed into a continuous integral.

To calculate the thermal conductivity of small systems, it seems
therefore preferable to use Eq.~8! which contains more informa-
tion on the wave vector: the number of modes, the group velocity,
the relaxation time, the angular properties and their variation with
the wave vector direction. This should in principle allow for
proper inclusion of size and geometry effects, both in the mode
counting and in the scattering. This method will be described in
the following as the Wave Vectors~WV! method.

3.2 Vibrational Properties of Argon. The thermal conduc-
tivity has been calculated with theWV method~Eq. ~8!! for a cube
made of solid argon in order to compare theWV model results to
the NEMD results for periodic boundary conditions and fixed
boundary surfaces. For the periodic boundary conditions, two
other geometries are studied: a nanofilm and a nanowire. To
implement Eq.~8!, vibrational properties of argon must be known.

Solid argon has an fcc structure which unit cell is described by
the three primitive vectors:a1(0,a0/2,a0/2), a2(a0/2,0,a0/2) and
a3(a0/2,a0/2,0) wherea0 is the lattice parameter of the conven-
tional FCC cell. For a FCC crystal of dimension
(Nxa0 ,Nya0 ,Nza0) in the x, y, and z-directions, with periodic
boundary conditions in the three directions, the wave vectors de-
scribing the crystal vibrations are linear combination of

Kx52nxp/~Nxa0! with nxP] 2Nx ,Nx] (16)

Ky52nyp/~Nya0! with nyP] 2Ny ,Ny] (17)

Kz52nzp/~Nza0! with nzP] 2Nz ,Nz] (18)

and

23p/a0,Kx1Ky1Kz<3p/a0 (19)

23p/a0,Kx2Ky1Kz<3p/a0 (20)

23p/a0,Kx1Ky2Kz<3p/a0 (21)

23p/a0,2Kx1Ky1Kz<3p/a0 (22)

~the wave vector are in a cube!.
~These later conditions allow the truncation of the cube on its

eight corners!.
Equations~19!–~21! and the conditions onnx , ny , nz ~Eqs.

~15–17!! allow the wave vectors to belong to the first Brillouin
zone of an FCC structure, which is a cube truncated on its eight
corner in the reciprocal space@37#. The number of wave vectors is
equal to 4NxNyNz which is the number of atoms. To simulate a
cube,Nx5Ny5Nz , for a nanofilm:Nx is finite andNy and Nz
tend to and infinite value. For a nanowire:Nx5Ny andNz tends to
an infinite value.

If the same crystal now have fixed boundary surfaces, the wave
vectors describing the crystal vibrations are linear combination of

Kx5pxp/~Na0! with nxP@1,2~Nx22!# (23)

Ky5pyp/~Na0! with nyP@1,2~Ny22!# (24)

Kz5pzp/~Na0! with nzP@1,2~Nz22!# (25)

and

Kx1Ky1Kz,3p/a0 (26)

The number of wave vectors is still equal the number of atoms:
4N3. But for fix boundary conditions the wave vectors are con-
fined in 1/8 of the Brillouin zone of the FCC structure due to Eq.
~26! and the conditions onnx , ny , nz ~Eqs. ~23!–~25!!. We
choose to calculate the thermal conductivity of the cube with fixed
boundary surfaces and with periodic boundary conditions, so that
Nx5Ny5Nz5N. For fixed boundary condition, the real cube size
that must be considered is equal to (N22)a0 in order to take into
account the external layer of atoms that are fixed.

The dispersion curves of Argon should be known in order to
calculate the angular and the group velocities for each wave vec-
tor. Assuming an harmonic crystal, there are one longitudinal
mode (v1) and two degenerate transverse modes (v t) for each
wave vector direction, which can be modeled as

v t~K !5vMt sinS p

2

K

KM
D (27)

v l~K !5vMl sinS p

2

K

KM
D (28)

The associated group velocities are given by the first derivative of
the dispersion relations~Eq. ~8!!

Vt~K !5VMt cosS p

2

K

KM
D (29)

Vl~K !5VMl cosS p

2

K

KM
D (30)

For simplicity, it is also assumed that the dispersion curves are
isotropic, withKM the maximum wave vector length in the first
Brillouin zone. Considering the data for Argon in the literature
@37,41#, the maximum angular and group velocities are equal to

vMl51.35 1013 rad/s and

vMl51800 m/s for the longitudinal mode and

vMt50.6* vMl and

vMt50.6* vMl for the two transverse modes
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Using Eqs.~12!, ~13!, and~15!, the relaxation time can be written
as

t21~K !5Av2~K !Tj exp~2B/T!1v~K !* ~12s!/L~K !
(31)

For a cube,L(K) is equal to the characteristic length of the cube.
But, for the wire and the film,L(K) is defined as the maximum
length a wave can travel in the system between two boundaries. It
is then calculated for each wave vector direction. At a given tem-
perature, the value ofATj exp(2B/T) is determined so that the
asymptotic value of the thermal conductivity calculated with the
WV model for an infinite length is equal to the experimental ther-
mal conductivity of Argon (lbulk51.4 W/~mK) at 25 K!. All the
results are normalized by this bulk value.

3.3 Results for Nano-Particles. The thermal conductivity
is calculated for a cube of Argon at 25 K for the two limiting
values of the scattering parameter:s51 ands50 ~Fig. 7!. For
symmetry reasons, the thermal conductivity is isotropic. The di-
rection is then not specified.

For s51: only specular reflections occur at the boundaries. For
this value of s, the relaxation time is not govern by the presence of
the boundary conditions~Eq. ~31!!. This condition is used to study
the influence of the number of wave vectors on the thermal con-
ductivity, independently of the system geometry. This is of course
an artificial construction, which cannot be directly compared to
MD simulations. The thermal conductivity of this cube made of an
FCC solid argon is smaller than 0.97* lbulk for a dimension less
than 50a0 for the periodic boundary conditions and 120a0 for the
fixed boundary surfaces. Above these dimensions, mode counting
effects can reasonably be neglected. The thermal conductivity of
the system with free surfaces is smaller than the one of the peri-
odic system: for periodic boundary conditions, the first Brillouin
zone is uniformly sampled while, for fixed boundary surfaces,
wave vectors are not allowed on the limit of the first Brillouin
zone.

For s50: phonons are diffusely scattered at the system bound-
aries. The relaxation time is then influence by the system size~Eq.
~31!! through the value ofL~K!. The smaller the system size, the
smaller the relaxation time. This leads to a smaller thermal con-
ductivity than in the bulk value. Assuming thatL(K) is equal to
the characteristic system sizeL, assuming a constant relaxation
time tu due to the phonon-phonon scattering process, a constant
group velocityv and an isotropic system, then substitutingt(K)
by its expression~Eq. ~31!! in Eq. ~9! gives

l5
1

3
Cv2/~tu

211v* ~12s!/L ! (32)

which shows that the inverse of the thermal conductivity should,
at first order, depend linearly on the inverse of the system size.
This dependence has been recovered from the MD simulation re-
sults ~Fig. 6!.

The normalized values of the thermal conductivity obtained
from NEMD simulations has also been plotted on Fig. 7 to be
compared with the analytical results. It is clear that fors51, the
analytical model does not allow to recover the NEMD simulation
results. Fors50, there is a good qualitative agreement between
the analytical and NEMD results. The relative variations are of the
same order of magnitude and the thermal conductivity of the cube
with fixed boundary condition is greater than the one of the cube
with periodic boundary conditions. This result is quite surprising
since, as s is interpreted as the fraction of the phonon specularly
scattered at the boundaries, it means that for periodic boundary
conditions, phonons are diffusively scattered at the boundary sur-
faces. This is an unexpected conclusion since with periodic
boundary conditions, wave modes should remain coherent. This
point certainly need further discussion.

Quantitatively the variation of the thermal conductivity due to
the boundary conditions is much larger with NEMD than with the
WV model, and the asymptotic value is reached for smaller sys-
tem sizes with NEMD than with the WV model. These differences
can easily be explained by the following assumptions, made in the
WV model, and which may in fact not be valid:~1! vibration
modes are plane waves,~2! the system is harmonic, and~3! the
phonon properties do not depend on the wave vector direction.
Note also that we have used the same value of the scattering
parameter s for the two situations. By adjusting the value ofs to
an intermediate value, it would of course be possible to increase,
in the WV model, the difference between fixed and periodic
boundary conditions, so that theWV results would be qualita-
tively closer to the NEMD results.

Another important difference betweenMD andWV model lies
in the specific heat. In molecular dynamics simulations, the energy
of each vibration mode is equal tokbT. This leads to a constant
specific heat,kb , for all the vibration modes. Actually, as phonons
follow the Planck distribution function, the specific heat depends
on the wave vector and the temperature~Eq. ~3!!. This effect can
never be taken into account in classicalMD simulations. Using
theWV model and assuming a constant specific heat for all wave
vectors, it is clear that the equipartition of energy inMD simula-
tions leads to an overestimation of the thermal conductivity; we
have checked, however, that the relative variations with system
size are similar if the classical formula, rather than the correct
Planck distribution, is used for the specific heat. This is reason-
able, since finite size effects are dominated by long wavelength
phonons, for which the classical formula is most accurate. More-
over, at high temperature, the phonon specific heat~Eq. ~3!! tends
to kb , so that the error inMD simulations due to this classical
treatment of lattice vibrations will decrease.

3.4 Results for Nano-Films and a Nano-Wires. As the
WV model qualitatively reproduces the size dependence of the
thermal conductivity of a nanoparticle, we have extended it to
study the size dependence of the thermal conductivity of nano-
films and nanowires. Only periodic boundary conditions are con-
sidered since the difference with fixed boundary surfaces is small.
The scattering parameter s is equal to zero. Films and wires actu-
ally have two characteristic lengths:

1. The thicknesse and the characteristic dimensionL in the
(y,z) plane for the nanofilm~Fig. 8~a!!.

2. The characteristic length 1 of the wire section~in the (x,y)
plane!and the lengthL of the nanowire in thez-direction
~Fig. 9~a!!.

If the thickness of the film and the section of the wire were
large toward the interatomic distance and the phonon mean free
path due to the Umklapp process, then the systems could be con-
sidered isotropic as for macroscopic material. However, as long as
we are concerned by nanowires and nanofilms, the thermal con-
ductivity does not remain isotropic. For symmetry reason, the
thermal conductivities,lx and ly , in the x and y-directions are
identical and might differ from the thermal conductivitylz in the

Fig. 7 Normalized thermal conductivity of a cube as a function
of its characteristic length. Comparison between the WV model
„full lines… with NEMD „dashed lines … for periodic boundary
conditions „lines with squares … and fixed boundary surfaces
„lines with circles ….
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z-direction. The thermal conductivities in the directions parallel to
the larger dimensionlx(e,L)5ly(e,L) for the film andlz(1,L)
for the wire are calculated within theWV model for increasing
values ofL ~Figs. 8~b!and 9~b!!. On these figures, the thermal
conductivity appears to diverge for large values ofL, at fixed e
and 1. The divergence becomes evident whene and l decrease.
Such a divergence is typical of low dimensional systems@42#, and
results from the particular role of the wave vectors that are paral-
lel to the longer dimension~i.e., those withkz50 in the film, with
kx5ky50 in the wire!. For these wavevectors, boundary scatter-
ing is absent, and the sum over (kx ,ky) ~film! or kz ~wire! yields
a divergent integral in the limit of largeL. In practical cases, this
divergence~which, in our model, is actually slightly overesti-
mated@30#! will be cutoff either by the device dimension or by a
typical distance between defects in the larger dimension.

For a value ofL52000a0 ~arbitrarily value corresponding to a
typical device size of 1 micrometer!, the thermal conductivities
lx(e,L)5ly(e,L) for the film andlz(1,L) for the wire have been
plotted as a function ofe and l ~Figs. 8~c!and 9~c!!. For the same
characteristic length~l ande!, the thermal conductivity of the film
is larger than the thermal conductivity of the wire. This is ex-
pected, since boundary scattering is stronger in wires. An interest-
ing feature is the non-monotonic behavior with the lateral charac-
teristic size. Ase or l decrease, the conductivity first decreases as
the scattering by boundaries becomes more efficient, but eventu-
ally increases again at small thickness, when the low dimensional
character and the associated divergence prevail. This nonmono-

tonic behavior illustrates the difficulties encountered in extrapo-
lating data obtained over a limited range of sizes in the range of
nanometric scales.

The thermal conductivity in the direction perpendicular to the
film surface,lz(e,L), does not depend on the size of the film but
strongly depends on it thickness~Fig. 8~c!!. Due to the boundary
scattering,lz(e,L) is smaller than the in-plane thermal conduc-
tivity of the film. As the film thickness increase, the thermal con-
ductivity becomes isotropic.

Similarly, for the wire, the thermal conductivity in the section
planlx(1,L)5ly(1,L) does not depend on the wire length, but on
the section size. Its value is smaller than the thermal conductivity
in thez-direction. We also see that as the section size increase, the
thermal conductivity becomes isotropic.

4 Conclusion
NEMD is one of the possible tools for determining the thermal

conductivity of a material on an atomic scale. Even if NEMD is

Fig. 8 Normalized thermal conductivity of a film „a…, as a func-
tion of L for two thicknesses „b…, and as a function of its thick-
ness for LÄ2000a0 „c…

Fig. 9 Normalized thermal conductivity of a wire „a…, as a func-
tion of L for two values of 1 „b…, and as a function of 1 for L
Ä2000a0 „c…
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widely used, its reliability has sometimes been questioned. In this
paper, the influence of the thermal reservoir, the boundary condi-
tions and the system size on the thermal conductivity is studied by
use of NEMD simulations of an fcc structure and a Lennard-Jones
potential.

It has been shown that, when the thermal reservoirs are thermo-
statted with a systematic velocity rescaling, the density of state
remains the same as the one obtained for an equilibrium system.
Moreover, the temperature gradient between the thermostats is
linear and the local velocity distribution function is nearly the
Maxwell distribution function~the difference are smaller than 2
percent. Thus, it is believed that the local thermal equilibrium is
achieved everywhere in the system. The thermal conductivity can
then be calculated from the temperature gradient and heat flux.

An analytical model of the thermal conductivity is developed in
order to give qualitative explanations of the thermal conductivity
variations with the system size. In this model, the total thermal
conductivity is considered as the sum of the individual thermal
conductivity of all the phonon modes. This is the Wave Vector
method. The phonon properties required are determined from the
literature data for Argon, in order to compare the WV model re-
sults to NEMD results. All the wave vectors should be character-
ized but, for simplicity, the thermal conductivity has been calcu-
lated assuming that phonon properties are the same for all the
wave vector directions.

The system size dependence of the thermal conductivity is con-
firmed with our NEMD results. The bulk thermal conductivity can
be recovered from the extrapolation of the simulation results for
finite systems towards an infinite system size. Qualitatively, the
analytical model shows that the size dependence of the thermal
conductivity is due to the discretisation of the wave vectors for
small systems and the influence of the phonon scattering the
boundary surfaces.

Due to the surface scattering, the size dependence of the ther-
mal conductivity is expected for the system with free surfaces.
Moreover, it is shown that the thermal conductivity does not de-
pend on the way free surfaces are modeled: hard wall, phantom
atoms and really free surfaces. For the system with periodic
boundary conditions, the thermal conductivity also exhibits a size
dependence and values smaller than those obtained for the system
with free surfaces.

The wave vector model was used to study the size dependence
of the thermal conductivity of a nanofilm and a nanowire. For thin
films and wires, the thermal conductivity is strongly anisotropic.
The thermal conductivity is larger in the direction parallel to the
longer length. As the film thickness or the section typical length of
the wire decrease, the thermal conductivity decreases as expected.
However, for small enough film thickness or wire section~typi-
cally less than 20 lattice parameters for solid argon! the thermal
conductivity increases and can become larger than the bulk ther-
mal conductivity. This is due to the vibrational behavior of the
film and wire which then resembles the one of a two-dimensional
and one-dimensional system, respectively, for which the thermal
conductivity diverges with the system length.
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Nomenclature

a0 5 lattice parameter~m!
C 5 volume specific heat~J•K21

•m23!
D 5 density of states
e 5 film thickness~m!
h 5 Planck constant~J•s! ~\5h/2p!

kb 5 Boltzmann constant~J•K21!
K 5 wave vector~m21!
l 5 section characteristic length~m!

L 5 largest dimension of a cube, a wire and film~m!
m 5 mass~kg!
n 5 indice for the mode counting
N 5 number of unit cell
p 5 indice for polarization
t 5 time ~s!
T 5 temperature~K!
v 5 sound velocity~m•s21!
V 5 volume ~m3!

Dt 5 time step~s!
« 5 minimum energy of the Lennard Jones potential~J!
l 5 thermal conductivity~W•m21

•K21!
L 5 wave vector largest path in a system~m!
v 5 angular frequency~s21!
s 5 zero energy distance of the Lennard Jones potential

~m!
t 5 relaxation time~s!
u 5 angle~rad!

Subscript

x, y, z 5 direction
l 5 longitudinal
t 5 transverse
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Three-Dimensional Instabilities of
Natural Convection Flow in a
Vertical Cylinder With Partially
Heated Sidewall
The three-dimensional axisymmetry-breaking instability of an axisymmetric convective
flow in a vertical cylinder with a partially heated sidewall is studied numerically. The
central part of the sidewall is maintained at constant temperature, while its upper and
lower parts are thermally insulated. The dependence of the critical Grashof number on
the cylinder aspect ratio (A5height/radius) is obtained for a fixed value of the Prandtl
number, Pr50.021, and fixed length of the heated central region, equal to the cylinder
radius. Three different modes of the most dangerous three-dimensional perturbations,
which replace each other with the variation of the aspect ratio, are found. Comparison
with experiment shows a good agreement at the aspect ratio A58 and 12, while at A
54 a significant disagreement is observed. Possible reasons for this disagreement are
discussed. At A54, the dependence of the critical Grashof number on the Prandtl number
is studied in the range 0,Pr,0.05, to rule out the possibility that the disagreement is due
to uncertainty in values of fluid properties. The similarities and differences of instabilities
in the cylindrical and rectangular geometries are examined. The computations are carried
out using two independent numerical approaches, which cross-validate each other.
@DOI: 10.1115/1.1773588#
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Introduction
Axisymmetry-breaking bifurcations of axisymmetric convec-

tive flows have been extensively studied mainly in connection
with convective instabilities in various crystal growth devices
@1–3#. Since the early experiments of Hurle@4# it is known that
convective instabilities resulting in supercritical oscillatory flows
lead to an undesirable lattice structure of a growing crystal~addi-
tional examples can be found in@1,2#!. Thus, the numerous and
continuing attempts to produce high-quality crystals aboard a
spacecraft@5# are mainly motivated by the possibility to avoid
instabilities of buoyancy convection in the microgravity environ-
ment. Both ground-based and microgravity crystal growth tech-
nologies need tools for the investigation and control of stability.
Numerical modeling can be used for parametric studies, which
may be impossible or unaffordable in laboratory experiments.
Such numerical results must be validated. This is done by com-
parison either with experiments which are rare or with indepen-
dent numerical results. In the present paper we perform a para-
metric three-dimensional stability analysis by two independent
numerical approaches and compare our results with previously
published experimental data@6#. We show how the stability prop-
erties of the flow change with the governing parameters, and dis-
cuss physical mechanisms responsible for the instability onset and
possible reasons of a certain disagreement with the experiment.

Studies of three-dimensional axisymmetry-breaking convective
instabilities started from a relatively simple model of instability of
a motionless conducting state in vertical cylinders heated from
below ~Rayleigh-Bénard configuration! @7–9#. However, from the
practical point of view, the consideration of more complicated
heating conditions, which result in a developed convective base
flow state, is needed@10,11#. In this paper we focus our attention

on conditions that are axisymmetric~which is usually the case in
many crystal growth devices!, but lead to the appearance of a
finite amplitude convective flow at any nonzero temperature gra-
dient applied. The numerical study of the stability of such flows
requires special numerical methods@12–17#, which include the
calculation of an initial axisymmetric steady finite-amplitude con-
vective flow and then the analysis of its stability with respect to all
possible infinitesimal three-dimensional bifurcations. The study of
the axisymmetry-breaking instabilities of finite-amplitude steady
convective flows began with the analysis of secondary instabilities
of finite-amplitude flows in the Rayleigh-Be´nard configuration
@7,18–20#. More complicated heating conditions were applied in
@20–24#. Most of these studies approached the transition to three-
dimensionality by unsteady nonlinear three-dimensional solvers,
which lead to heavily CPU-time consuming calculations and do
not allow a parametric investigation of the stability properties of
the flow. A numerical method for a comprehensive three-
dimensional stability analysis of convective flow under arbitrary
axisymmetric heating conditions was proposed in@15,20#and was
used for a parabolic temperature distribution on the cylindrical
sidewall in @23#.

Among many numerical studies of three-dimensional convec-
tive flows arising from various axisymmetric heating conditions
@7–9,18–24#, a comparison with experimental results is reported
only in @17,18,20,21,24#and the agreement, as a rule, is only
qualitative. It was shown that the stability properties of convective
flows are strongly dependent on variations of geometry and the
Prandtl number@25–27#. A similar stiff dependence on a variation
of the heating conditions can also be expected. Therefore, to com-
pare numerical and experimental results it is necessary to repro-
duce correctly the Prandtl number and the boundary conditions in
a numerical model.

In the present paper we carry out a three-dimensional stability
analysis, similar to that in@23#, for a configuration of an experi-
ment that was focused on the axisymmetry-breaking instability of
an axisymmetric convective flow@6#. Natural convection in a ver-
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tical cylinder, whose vertical wall is heated in the middle and is
thermally insulated above and below the heated zone, is consid-
ered. The top and bottom are maintained at a constant ‘‘cold’’
temperature. This configuration is associated with floating zone
crystal growth@6#. Following the experimental setup we fix the
size of the heated zone to be equal to the cylinder radius and the
Prandtl number to be 0.021~the experimental liquid was gallium!
and compute the dependence of the critical Grashof number on the
aspect ratio of the cylinder. Together with this dependence we
obtain the patterns of the most dangerous perturbation and in the
case of oscillatory instability—the frequency of oscillations at the
bifurcations points. Similarly, we fix the aspect ratio to be 4~the
reason for this choice is explained below! and calculate the de-
pendence of the critical Grashof number on the Prandtl number.

Two independent numerical approaches are used to solve the
problem. One is based on the global Galerkin method as described
in @15#. It was successfully used in@20,23# for similar problems.
The other, which is the main approach used here, is based on the
second-order finite volume discretization and uses the Newton and
Arnoldi iteration techniques to solve for the steady states and for
the leading eigenvalues and eigenvectors, respectively. The results
obtained by the two independent numerical approaches cross-
validate each other over the whole interval 2<A<8 considered,
whereA5height/radius is the aspect ratio.

Our calculations show that at Pr50.021 there are three different
three-dimensional perturbation modes, which replace each other
when the aspect ratio is varied between 2 and 8. Comparison with
the experimental results@6# is possible only for the aspect ratios
equal to 4, 8, and 12. The comparison shows a very good agree-
ment in the value of the critical Grashof number and the pattern of
supercritical three-dimensional flow atA58 and 12. A disagree-
ment between the computations and the experiment is observed
for A54 and is attributed to the secondary instability of the three-
dimensional flow that develops after the numerically predicted
steady axisymmetry-breaking bifurcation.

The stability of convective flows in a two-dimensional rectan-
gular cavity with similarly heated/insulated sidewalls was studied
in @28,29#, where among several bifurcations of different type we
found multiple steady states. Here we discuss the similarities in
the onset of instability in the two-dimensional rectangular cavity
and in the cylindrical enclosure, as well as the possibility of the
multiple states expected in the supercritical regimes.

Formulation of the Problem
The convective flow of a Boussinesq fluid in a vertical cylinder

0<r<R, 0<z<H is considered~Fig. 1!. All the boundaries are
no-slip. The top and the bottom are maintained at a constant low
temperatureucold. The central section of the cylindrical boundary
in the interval h1<y<h2 is maintained at a high temperature
uhot . The remaining parts of the cylindrical boundary are ther-
mally insulated.

To render the governing equations dimensionless, we introduce
the scalesR, R2/n, n/R, r(n/R)2 for length, time, velocity and
pressure respectively, wheren is the kinematic viscosity andr is
the density. The temperature is rescaled asu→(u2ucold)/(uhot
2ucold). With the Boussinesq approximation, the Navier-Stokes
and energy equations for the nondimensional velocityv
5$vr ,vu ,vz%, temperatureu and pressurep in cylindrical coordi-
nates (r ,u,z) read

]v

]t
1~v•¹!v52¹p1Dv1Gr uez (1)

]u

]t
1~v•¹!u5

1

Pr
Du, (2)

¹•v50. (3)

The boundary conditions are:

v50 on all the boundaries (4)

u50 at z50,A (5)

u51 at r 50; a1<z<a2 (6)

]u

]r
50 at r 50; r 51 and z,a1 or z.a2 (7)

Here Gr5gb(uhot2ucold)R
3/n2 is the Grashof number, Pr5n/x

the Prandtl number,A5H/R the aspect ratio of the cylinder,a1
5h1 /R anda25h2 /R are the dimensionless borders of the heated
region,g is the gravity acceleration,b the thermal expansion co-
efficient, x the thermal diffusivity, andez the unit vector in the
vertical direction. The study is focused on the steady solutions of
~1!–~7! and their stability, therefore the initial conditions are not
specified. Since our study is motivated by the experiments re-
ported in @6#, the values of Pr,a1 , anda2 are not varied in the
calculations and are chosen to be Pr50.021, a15A/221/2, a2
5A/211/2, that correspond to the experimental setup@6#. The
parametric study is performed in the parameter space of the
Grashof number and the aspect ratio. An additional study for a
varying Prandtl number is performed forA54.

Numerical Techniques
The problem was solved numerically using two independent

approaches based on the global Galerkin and finite volume meth-
ods. Both approaches treat the three-dimensional solutions of~1!–
~7! as Fourier expansions in the 2p-periodic azimuthal direction

^v,p,u&5 (
k52`

k5`

^vk~r ,z,t !,pk~r ,z,t !,uk~r ,z,t !&eikw (8)

Fig. 1 Geometry of the problem
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The zero Fourier mode (k50) corresponds to the axisymmetric
solution of ~1!–~7!, whose stability is to be studied. The modes
corresponding to nonzero values of the azimuthal wavenumberk
are k-fold periodic in the azimuthal direction, i.e., are invariant
with respect to a rotation over the angle 2p/k around the axis.
The functionsvk(r ,z), pk(r ,z), uk(r ,z) are defined in the meridi-
onal plane and are calculated by the global Galerkin and the finite
volume methods.

The discretization by the global Galerkin method and the sub-
sequent three-dimensional stability analysis are described in
@15,20#. The treatment of the discontinuous boundary condition at
r 51 is done in the same way as in@28,29#. The second-order
discretization by the finite volume method is done on the stag-
gered uniform grid. Both methods use Newton iteration for the
calculation of steady state solutions. The linear stability problem
separates for each azimuthal wavenumberk. The corresponding
eigenproblems are solved by the QR-decomposition algorithm
in the case of the global Galerkin discretization and by the shift-
and-inverse Arnoldi iteration in the case of the finite volume
discretization.

In the Fourier-decomposition of the solution~8! the mode with
k50 corresponds both to the base axisymmetric flow state and to
the axisymmetric perturbation. The modes withkÞ0 correspond
only to the three-dimensional perturbations. Two different ways
are used to represent a calculated three-dimensional perturbation
graphically. First, we note that the requirement that all the results
represented by~8! are real functions yields

vk5 v̄2k , pk5 p̄2k , uk5 ū2k , (9)

where overbar means complex conjugation. Thus, to represent the
three-dimensional pattern of a perturbation of the velocity of the

temperature we plot the real part of@vk(r ,z)eikw# or
@uk(r ,z)eikw#. In the case of steady bifurcation~zero imaginary
part of the leading eigenvalue! these functions represent the per-
turbation itself. In the case of oscillatory instability~nonzero
imaginary part of the leading eigenvalue equal tovcr) these func-
tions represent a snapshot of the unsteady perturbation, propor-
tional to exp@i(vcrt1kw)#, which rotates around the axis with the
angular velocityvcr /k. Obviously, the direction of rotation is
arbitrary. The choice of a time moment to plot the perturbation is
also arbitrary, since nonzero times add only an azimuthal phase
shift to the whole pattern. To gain a better description of the
amplitude of a certain perturbation mode we plot also the modulus
of the above functions, which reduces touvk(r ,z)u and uuk(r ,z)u.
The latter do not depend on the azimuthal angle and the time scale
and therefore are axisymmetric time-independent functions.

The most usual case of oscillatory instability is theHopf bifur-
cation, which takes place when a pair of complex-conjugated ei-
genvalues cross the imaginary axis and some other conditions
hold. When the axisymmetry is broken by theHopf bifurcation the
resulting flow at small supercriticalities evolves into either a trav-
eling or a standing wave. The traveling wave states correspond to
the growth of the most unstable perturbation and can be repre-
sented as, for examplev0(r ,z)1«vk(r ,z)exp@i(vt1kw)#, where
v0(r ,z) is the axisymmetric steady solution,vk(r ,z) is the eigen-
fuction of the corresponding linearized problem, while the ampli-
tude« and the frequency of a nonlinear oscillatory regimev must
be obtained from a nonlinear analysis~a numerical realization of
such analysis for the axisymmetricHopf bifurcation of steady
flows is described in@15#!. The traveling wave rotates around the
axis with the angular velocityv/k. There exists also another trav-
eling wavev0(r ,z)1«v2k(r ,z)exp@i(vt2kw)# differing from the

Fig. 2 Streamlines „left frames … and isotherms „right frames … of base axisymmetric flow. All isolines are equally spaced. The
temperature varies between 0 and 1: „a… AÄ2.5, GrcrÄ1.12Ã105, cmaxÄ23.59; „b… AÄ4, GrcrÄ3.18Ã105, cmaxÄ6.20; „c… A
Ä8, GrcrÄ1.82Ã104, cmaxÄ2.01.
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first one only by the direction of rotation, so that the direction of
rotation of the resulting nonlinear traveling-wave state is arbitrary.
The third possibility is a nonlinear state resulting from the inter-
action of the two traveling waves, which results in a nonlinear
standing wave regime. It is stressed, however, that the examina-
tion of possible three-dimensional nonlinear regimes is not a pur-
pose of the present paper, which is focused on the stability prop-
erties of the flow only. The methods developed for three-
dimensional linear stability analysis allow us to avoid heavy
computations and provide practically important answers in cases
when stabilization of fluid flows is the primary goal. The details of
the numerical validation are outlined in the appendix.

Results
The streamlines and isotherms of the axisymmetric convective

flows, whose stability is to be studied, are shown in Fig. 2. The
fluid heated near the hot part of the cylindrical wall ascends along
it and then descends near the cylinder axis. Note that in tall cyl-
inders ~Fig. 2~c!! the convective vortex is located in the central
part of the cylinder, so that the motion near the top and the bottom
is very weak. Note also that in the lower part of the cylinder the
fluid is stably stratified~cold fluid is located below!, while in the
upper part the stratification is unstable~cold fluid is located
above!. For a two-dimensional cavity it was shown that these two

stratifications play a crucial role in the onset of instability and can
lead to a multiplicity of flow patterns@28,29#. The effect of the
cylindrical geometry is discussed below.

The stability of the axisymmetric flows was examined fork
50, 1, 2, 3, 4. For each azimuthal wavenumberk the marginal
Grashof number Grm(k), corresponding to the instability with re-
spect to a 2p/k—periodic perturbation, was calculated for rather
densely selected values ofA in the range 2<A<8. Obviously, the
critical Grashof number corresponds to the minimal Grm(k) over
all possible values ofk.

Varying the Aspect Ratio for a Fixed Prandtl Number, Pr
Ä0.021. The dependence of the marginal Grashof numbers on
the aspect ratio for the fixed Prandtl number Pr50.021 is shown in
Fig. 3~a!. As mentioned, this value of the Prandtl number corre-
sponds to the liquid gallium used in the experiments@6#. The
values of Grm corresponding to the axisymmetric perturbation
with k50 are always larger than those shown in Fig. 3~a!, and in
fact are above the value of 63105 ~see Table 3 of appendix!. This
shows that beyond a certain value of the Grashof number the
axisymmetric calculations are not valid~similar conclusions were
drawn also in@15,20,23#!. The calculations show that there are
three most dangerous instability modes, corresponding to the azi-
muthal wavenumbersk51 and 2, which replace each other atA
52.87 and 2.9. The aspect ratio dependence of these two modes is
zoomed out in Fig. 3~b!, where we show also two experimental
points reported in@6#. The agreement between the present com-
putations and the experiment is discussed below. We performed
also several calculations fork.4 to ensure that the marginal
Grashof numbers of the axisymmetric and higher azimuthal
modes are well above the value 63105.

The three-dimensional flow that develops after the instability
onset can be steady or oscillatory. The spatial pattern and temporal
properties of developed three-dimensional states can be studied by
non-linear three-dimensional calculations, which are beyond the
scope of the present study. In the framework of the present linear
stability analysis we can distinguish, first of all, between the
monotone and the oscillatory growth of the dominant perturba-
tion. This is defined by the imaginary part of the dominant eigen-
value, which can be zero~monotone growth!, or nonzero~oscilla-
tory growth indicating aHopfbifurcation!. The nonzero imaginary
parts of the most dangerous azimuthal modes (k51 and 2!are
shown in Fig. 4. The Fourier modek52 is the most dangerous for
2<A<2.87~Fig. 3~a!!and remains oscillatory in this subinterval.
The Fourier modek51 becomes the most dangerous atA
52.87. ForA<2.9 the most unstable perturbation is oscillatory,

Fig. 3 Stability diagram: „a… Marginal Grashof number versus
the aspect ratio for 1 ÏkÏ4; and „b… Two most critical marginal
stability curves for kÄ1 and 2 and comparison with experimen-
tal points †6‡.

Fig. 4 Marginal frequency of the azimuthal traveling wave for
the modes kÄ1 and 2 „only non-zero vm are shown…
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but is replaced by the steady one for larger aspect ratios up toA
58. Within the linear model considered the switch from the os-
cillatory to the steady perturbation takes place abruptly and the
corresponding perturbations have different patterns in spite of the
same 2p/k circumferential periodicity. Therefore, there are three
different perturbation modes to be described: one is the oscillatory
mode with k52 that is most dangerous in the interval 2<A
<2.87; the second is the oscillatory mode withk51 that becomes
most dangerous in the narrow interval 2.87<A<2.9; the third one
is the steady mode withk51 which is the most dangerous for
A.2.9.

The patterns of the most dangerous perturbations are shown in
Figs. 5–14. Figures 5–9 show the isolines of the perturbation
amplitudes, which are defined in the (r ,z) plane. Spatial patterns
of the temperature perturbations are shown in Figs. 10–14. Com-
parison of the perturbation amplitude isolines~Figs. 5–9!shows
that the three perturbation modes have different patterns and,
therefore, are caused by different physical mechanisms. Since the
perturbations are defined to within a multiplication by a constant
@15# the values of the functions depicted in Figs. 5–14 are not
shown. All the isolines and isosurfaces are equally distributed
between the minimal and the maximal values of the corresponding
functions.

The isolines of the amplitudes of the oscillatory perturbation at

A52.5,k52 ~Fig. 5! are distributed over the whole region of the
flow. Note that the intensity of the temperature and velocity per-
turbations is almost the same in the upper and the lower parts of
the cylinder, which is not the case in the tall cylinders~see below!.
Since the perturbations are not visibly affected by the stable and
unstable temperature stratifications this instability can be assumed
to originate from a hydrodynamic mechanism, i.e., the velocity
field itself becomes unstable while the temperature perturbations
do not play a significant role in the instability onset. To verify this
assumption we calculated the most unstable perturbations forA
52.5 and Pr50~for which the heat transfer is governed by the
conduction only and the temperature field is not perturbed at all!
and obtained a similar perturbation pattern. Since the axisym-
metry breaking instability is oscillatory (vmÞ0) the three-
dimensional perturbation is an azimuthal traveling wave@15#,
whose spatial pattern is shown in Fig. 10. As noted above, this
pattern rotates around the axis with the angular velocityvm /k,
and the direction of rotation is arbitrary.

The next oscillatory mode shown in Figs. 6 and 11 forA52.9 is
2p-periodic (k51). The corresponding instability can lead to a
precession of the deformed, initially toroidal, vortex around the
axis, as was experimentally observed for larger aspect ratios@6#,
or to a development of a standing wave~not observed experimen-

Fig. 5 Amplitudes of the perturbations of „a… radial, „b… verti-
cal, „c… azimuthal velocities, and „d… temperature. AÄ2.5, Grcr
Ä1.12Ã105, kÄ2.

Fig. 6 Amplitudes of the perturbations of „a… radial, „b… verti-
cal, „c… azimuthal velocities, and „d… temperature. AÄ2.9, Grcr
Ä1.10Ã105, kÄ1.
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tally!. Note, that the perturbations of velocity in this case are
located in the lower part of the cylinder~Fig. 6!, where the fluid is
stably stratified. As above, this implies the purely hydrodynamic
origin of this instability. The spatial pattern of the temperature
perturbation~Fig. 11!also shows that its amplitude is stronger in
the lower part of the cylinder. Consider the supercritical flow pat-
tern in a meridional cross-section of the cylinder~say, in the plane
u5u0 andu01p). Since the amplitude of the perturbation varies
as exp(iu), the amplitude in the cross-section will be an odd func-
tion with respect to the axisr 50. The flow pattern in this cross-
section will be similar to that calculated for the two-dimensional
cavity with partially heated vertical walls@6,29# in the case of an
instability due to aHopf bifurcation that causes the break of re-
flectional symmetry.

The third type of the perturbation pattern shown in Figs. 7–9
and 12–14 belongs to the same continuous marginal stability
curve corresponding to the steady axisymmetry-breaking bifurca-
tion with k51 ~Fig. 3~b!!. Belonging to the same curve means
that the instability sets in due to the same physical mechanism for
the whole interval 2.9<A<8. Looking first at the patterns corre-

sponding toA54 ~Figs. 7 and 12!, we notice that the perturba-
tions are intense in the whole cylinder. Moreover, the amplitude of
the temperature perturbation is similar to those observed for the
oscillatory three-dimensional instability in a lower cylinder~cf.
Figs. 5 and 7!. These can lead to the above conclusion about the
purely hydrodynamic nature of the instability. However, this con-
clusion appears to be wrong, which is seen from the perturbation

Fig. 7 Amplitudes of the perturbations of „a… radial, „b… verti-
cal, „c… azimuthal velocities, and „d… temperature. AÄ4, Grcr
Ä3.18Ã105, kÄ1.

Fig. 8 Amplitudes of the perturbations of „a… radial, „b… verti-
cal, „c… azimuthal velocities, and „d… temperature. AÄ6, Grcr
Ä1.88Ã104, kÄ1.

Fig. 9 Amplitudes of the perturbations of „a… radial, „b… verti-
cal, „c… azimuthal velocities, and „d… temperature. AÄ8, Grcr
Ä1.82Ã104, kÄ1.
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Fig. 10 Pattern of the temperature perturbation at AÄ2.5, GrcrÄ1.12Ã105, kÄ2: „a… four equally spaced isosurfaces; and „b…
21 equally spaced isolines in four different axial cross-sections.

Fig. 11 Pattern of the temperature perturbation at AÄ2.9, GrcrÄ1.10Ã105, kÄ1: „a… four equally spaced isosurfaces; and
„b… 21 equally spaced isolines in four different axial cross-sections.
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patterns at higher aspect ratios. With the growth of the cylinder
height all the patterns remain qualitatively similar, but are shifted
upwards with the increase ofA ~cf. Figs. 7, 8, and 9!. This shift
can be explained by the growth of the stably stratified fluid layer
in the lower part of the cylinder~Fig. 2!, where the perturbations
are suppressed. As a result, the instability sets in the upper part of
the cylinder, where the fluid is stratified unstably.

In tall two-dimensional cavities with locally heated sidewalls
the instability was shown to set in due to the Rayleigh-Be´nard
mechanism, leading to the appearance of the convective roll in the
upper part of a cavity@28,29#. To show that the same mechanism
drives also the instability in the cylinder geometry, we consider
the three-dimensional patterns of the temperature and the vertical
velocity perturbations. The latter are shown in Fig. 14. Note that
the perturbation patterns shown in Figs. 10–14 are antisymmetric
functions with the darker and lighter color corresponding to the
minimum and the maximum of a function. Thus comparing the
perturbations of the temperature and the axial velocity in the axial
cross-sectionsz50.7A and 0.9A we notice that the instability
causes the downflow of the cold fluid from the upper boundary
~darker parts in Figs. 13~b! and 14~b!!in one half of the cross-
section, while in another half the hot fluid is ascending~lighter
parts in Figs. 13~b!and 14~b!!. Taking into account the unstable
temperature stratification developed in the upper part of the cyl-
inder, where the perturbations are located, we interpret the arising
instability as an appearance of a three-dimensional Rayleigh-
Bénard roll in the upper part of the cylinder. The motion inside
this roll can be described as follows. Dividing the cylinder in two
halves by the zero isosurface of the temperature~or axial velocity!

perturbation, one will observe the upflow of the hot fluid in one
half and downflow of the cold fluid in the other half. Note that the
zero isosurface coincides with one of the meridional planes. Its
orientation in space is arbitrary.

The description of the supercritical fluid motion in a tall cylin-
der withA58 given above completely agrees with the experimen-
tal observations@6#. It also agrees qualitatively with the numerical
results obtained for the two-dimensional cavity with partially and
symmetrically heated sidewalls@28,29#. In lower cylinders, up to
A'2.9, the instability also sets in due to the Rayleigh-Be´nard
mechanism. However, at lower aspect ratios the motion inside the
Rayleigh-Bénard roll will create, by continuity, an opposite mo-
tion just below it. A secondary vortex will develop below the
primary Rayleigh-Be´nard roll. The relatively intensive perturba-
tions in the lower part of the cylinder atA54 ~Figs. 7 and 12!
correspond to this secondary vortex. With the growth of the aspect
ratio the secondary vortex is suppressed by the growing stably
stratified liquid layer: the perturbations near the midplane and
below it become weaker with the increase ofA ~cf. Figs. 7, 8, and
9!.

The developed three-dimensional regime atA58 was experi-
mentally observed at Grexp52.43104 ~see also Fig. 3~b!! @6#. Ac-
cording to our calculations, the critical value is Grcr51.83104,
which is below the experimentally observed value. This difference
can be explained by the fact that the experiment reports the flow
with an observable large finite deviation from the axial symmetry,
while the computed critical value corresponds to the zero ampli-
tude of the three-dimensional perturbation. Except for this nu-

Fig. 12 Pattern of the temperature perturbation at AÄ4, GrcrÄ3.18Ã104, kÄ1: „a… four equally spaced isosurfaces; and „b…
21 equally spaced isolines in four different axial cross-sections.
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merical difference the experimentally observed flow pattern, i.e.,
steady convective roll in the upper part of the cylinder, completely
agrees with the pattern of the most dangerous perturbation calcu-
lated here. Therefore, we conclude that in this case the numerical
predictions agree with the experimental observations. Further-
more, we calculated the critical Grashof number forA512 ~using
803100 finite volume grid! and found that the three-dimensional
instability sets in at Grcr52.183104 with vcr50 and kcr51.
This completely agrees with the experimentally observed pattern
and the critical Grashof number equal to Grexp52.203104.

At A54 the disagreement between the calculations and the
experiment is qualitative. The present result predicts a steady
axisymmetry-breaking bifurcation, setting in at Grcr53.183104,
similar to that observed atA58. However, the experiment reports
transition to the three dimensional oscillatory state at Grexp56.7
3104 with the period of oscillations at Gr59.673104 approxi-
mately 10 sec. Rescaling the period to the dimensionless circular
frequency (R50.95531022 m, n53.3731027 m2/s for gallium
at 37°C @25#! we obtain the dimensionless circular frequency of
oscillationsv'185. The pattern of the observed oscillatory flow
is described as a precession of the deformed convective vortex
around the axis, which corresponds to the axisymmetry-breaking
Hopf bifurcation withk51. We checked ten leading eigenvalues
corresponding to this Fourier mode and found that their imaginary
parts~i.e., frequencies of oscillations! are less than 100. Since the
numerically predicted critical Grashof number is less than one
half of the observed one we offer the following explanation of the
disagreement between the numerical results and experimental ob-
servations. The first transition from the steady axisymmetric to
steady three-dimensional flow takes place when the Grashof num-
ber exceeds the value of Grcr53.183104. However, the ampli-

tude of the deviation from axisymmetry grows very slowly, so that
it does not exceed the tolerance of the experimental measure-
ments. This assumption can be supported by the fact that the mea-
sured azimuthal deviations of the temperature atA58 were less
than 0.5°C and are even less atA54 ~Figs. 7 and 9 of@6#!. With
the growth of the Grashof number the steady three-dimensional
state loses stability with respect to an oscillatory perturbation
which has the same azimuthal wavenumberk51. The numerical
modeling of such instability requires a three-dimensional nonlin-
ear steady solver combined with the three-dimensional Floquet
analysis, which is beyond the scope of the present study.

Another, and perhaps simpler, reason for the disagreement may
be connected with the geometrical and heating imperfections of
the experiment. The cylindrical cavity cannot be made absolutely
circular, and it cannot be placed absolutely vertically. The cylin-
drical wall also cannot have a sharp jump from the perfect con-
duction at the heated region to the perfect insulation outside of it.
These imperfections can shift the oscillatory-steady mode ex-
change atA52.9 to larger aspect ratios, so that the instability at
A54 still will be oscillatory. The fact that with the growth of the
aspect ratio the agreement between the present calculations and
the experiment becomes better also suggests imperfections in the
experimental thermal boundary conditions. Thus, if the heating
ring is not perfectly axisymmetric the effect of asymmetry will
vanish as the relative width of the heating ring with respect to the
sidewall size decreases. Another possibility is the temperature de-
pendence of the Prandtl number, which can lead to drastic changes
in the stability properties of the flow@25,27#. Note that the nu-
merical results were cross validated by the independent numerical
techniques~see appendix!and therefore the disagreement cannot
be simply attributed to a lack of numerical accuracy.

Fig. 13 Pattern of the temperature perturbation at AÄ8, GrcrÄ1.82Ã104, kÄ1: „a… four equally spaced isosurfaces; and
„b… 21 equally spaced isolines in four different axial cross-sections.

594 Õ Vol. 126, AUGUST 2004 Transactions of the ASME

Downloaded 06 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Varying the Prandtl Number for a Fixed Aspect Ratio
AÄ4. To study a possible effect of the Prandtl number variation
on the stability properties of the flow and, in particular, to exam-
ine whether the reported disagreement with the experiment can be
explained by the temperature dependence of the viscosity and
thermal diffusivity, the calculations were performed for
0<Pr<0.05 andA54, which is the aspect ratio at which the
present result disagrees with the experimental observations@6#.
Note that the zero Prandtl number Pr50 corresponds to the case
of very large thermal diffusivity at which the convective heat
transfer can be neglected. At this limiting case the temperature is
not altered by the convective motion, its distribution over the
volume is defined by the steady heat conduction only and does not
depend on the Grashof number. Consequently, in this limiting case
the temperature perturbations are excluded from the stability prob-
lem. Since the temperature field is not altered, the corresponding
instability is caused by the instability of the resulting flow and we
referred to it in the above as to the purely ‘‘hydrodynamic insta-
bility.’’ With the increase of the Prandtl number the role of the
temperature perturbations in the instability onset increases. The
interaction between the velocity and temperature perturbations
leads to other instability modes, which are referred to as ‘‘convec-
tive’’ instability. Obviously at a certain value of the Prandtl num-
ber the ‘‘hydrodynamic’’ instability is replaced by a ‘‘convective’’
one ~see also@23,25,27#!.

The marginal stability curves Grm(Pr) for A54 are shown in
Fig. 15. At very small Prandtl numbers, the most dangerous insta-
bility mode is steady and corresponds tok52, which is replaced
by the mode corresponding tok51 already at Pr'0.002. The
most dangerous instability mode corresponding tok51 is oscil-

latory up to Pr'0.011 and then is replaced by another, steady
mode. The maximal critical circular frequency of oscillations of
the oscillatory mode is approximately 33, which is still far below
the experimental value of 185. The leading eigenvalues corre-
sponding to higher Fourier modes (k.1) are real up to the cor-
responding marginal values of the Grashof number. Therefore, the
disagreement atA54 cannot be attributed to an uncertainty in the
determination of the Prandtl number.

It was found that the excitation of the modek52 at small
Prandtl numbers is caused by a drastic change of the flow pattern
taking place when the Prandtl number is reduced from approxi-
mately 0.01 to zero. Figure 16 illustrates the change of the flow
patterns at Pr50 and the Grashof number growing from Gr
5103 up to its critical value Grcr52.33105. The temperature
distribution in this case~left frame in Fig. 16!is governed by the
heat conduction only and therefore is reflection-symmetric with
respect to thez5A/2 plane. The streamlines at low Grashof num-
bers ~e.g., Gr51000!are also almost reflection-symmetric. With
the increase of the Grashof number the maximum of the stream
function shifts downwards, so that at the critical point Gr'2.3
3105 the flow becomes significantly more intensive in the lower
part of the cylinder than in the upper part. The shift of the stream
function maximum can be explained by the fact that the fluid
ascends along the no-slip cylindrical wall slower than it descends
along the axis. As a result the flow near the bottom becomes more
intensive. The patterns of the corresponding perturbations are also
characterized by sharp maxima in the lower part of the cylinder.
With the increase of the Prandtl number this effects disappears.
This is illustrated in Fig. 17, where the streamlines and isotherms

Fig. 14 Pattern of perturbation of the vertical velocity at AÄ8, GrcrÄ1.82Ã104, kÄ1: „a… six equally spaced isosurfaces;
and „b… 21 equally spaced isolines in four different axial cross-sections.
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are shown for Grcr52.33105 and Pr50.005 and 0.01. Appar-
ently, convective effects slow down the descending of the fluid
along the axis tending to sharpen the stable stratification in the
lower part of the cylinder.

Conclusions
The three-dimensional stability analysis of axisymmetric con-

vective flows was carried out numerically for the experimental
configuration of@6#. The computations were carried out by two
independent numerical approaches, which cross validate each
other. For a fixed value of the Prandtl number, Pr50.021, and a
fixed size of the heated part of the cylindrical sidewall the depen-
dence of the critical Grashof number on the aspect ratio is ob-
tained. Beyond the critical Grashof number the axisymmetric
flows are unstable. It is found that depending on the aspect ratio
the axisymmetry breaking instability leads to a steady or oscilla-
tory three-dimensional flow. Three different three-dimensional
patterns of the most dangerous perturbation replace each other
with the variation of the aspect ratio. It was found that in low
cylinders with 2<A<2.87 the primary instability sets in due to
oscillatory perturbation in the form ofp-periodic azimuthal trav-
eling wave (kcr52). In taller cylinders with 2.87,A<2.9 the
instability is also oscillatory, but sets in due to a traveling-wave-

type 2p-periodic perturbation, which can lead to a precession of
the deformed, initially axisymmetric, toroidal convective vortex
around the axis. The supercritical flow in these two cases can
develop in the form of travelling or standing waves. In tall cylin-
ders, withA.2.9 and at least up toA58, the instability sets in as
a 2p-periodic Rayleigh-Be´nard roll located in the upper part of
the cylinder.

A comparison with experiment is possible only for the aspect
ratios A54, 8, and 12, for which the experimental observations
are reported. ForA58 and 12 the value of the critical Grashof
number and the pattern of the most dangerous three-dimensional
perturbation are in a good agreement with the experimental re-
sults. However, atA54 the numerical predictions, obtained by
two independent numerical approaches, disagree with the experi-
mental observations both for the critical value of the Grashof
number and for the pattern of supercritical flow. We suggest that a
possible reason for disagreement is that the experimentally ob-
served oscillatory instability is secondary, while the primary
steady instability had been overlooked because of its small ampli-
tude. Alternatively, the disagreement can be caused by imperfec-
tions in the experimental geometry and heating conditions. The
calculated dependence of the critical Grashof number on the
Prandtl number showed that the disagreement cannot be attributed
to the temperature dependence of the physical properties of gal-
lium. It was shown also that the flow pattern, as well as the most
unstable perturbation, undergo qualitative changes when the
Prandtl number is decreased below the value Pr50.005.

It would be interesting to repeat the experiment@6# and to try to
observe two oscillatory three-dimensional modes at lower aspect
ratios. Apparently, the disagreement atA54 can be resolved by
experiment combined with fully three-dimensional time-
dependent computations.

A two-dimensional instability in a two-dimensional rectangular
cavity with similar heating conditions was studied in@28,29#. It
was already argued@29# that the steady symmetry-breaking bifur-
cation in the rectangular cavity is similar to the steady
axisymmetry-breaking bifurcation in a cylinder of the same
height. The similarity can be seen by a comparison of the ampli-
tudes of the most dangerous perturbations in both models, which
are reported in@29# for A58. We noticed above that the
axisymmetry-breakingHopf bifurcation withk51, observed here
for A<2.9 is similar to the symmetry-breaking Hopf bifurcation
in the two-dimensional rectangular cavity. Note that the axisym-
metric perturbation in the present case corresponds to the reflec-
tionally symmetric perturbation in the two-dimensional cavity,

Fig. 15 Marginal Grashof number versus the Prandtl number
for AÄ4 and 1ÏkÏ3

Fig. 16 Isotherms „left frame… and streamlines for Pr Ä0 and growing Grashof
number
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neither of which ever becomes the most dangerous~Fig. 2 and the
stability diagram in@29#!. Note also that the three-dimensional
perturbations withk.1 correspond to the three-dimensional per-
turbations in a rectangular box, which were not considered in@29#.
The multiple supercritical flow states observed in the two-
dimensional box@28,29#should be expected also in the cylindrical
enclosure for the Grashof numbers above the critical one. Appar-
ently, these multiple states, if they exist, are three-dimensional.
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Appendix

Validation of Numerical Techniques. To validate the nu-
merical results we examined the convergence of both techniques
and compared the converged results. The performance of the glo-

bal Galerkin method was studied in@15,23#, where very fast,
sometimes spectral, convergence was reported. For the cylindrical
configuration with aspect ratio varied from 1 to 4 it was possible
to obtain convergence up to three or four decimal digits using
30330 basis functions in ther- and z-directions.

The results of@23# were used for the validation of the finite
volume method. The configuration considered in@23# differs from
the present one only by the thermal boundary condition at the
cylindrical wall: a continuous parabolic temperature profileu(r
51)5z(12z)/4 was imposed instead of the discontinuous
boundary condition~6!,~7!. The converged result obtained by the
global Galerkin method states that atA51 the instability sets in at
Grcr53.59223105 as a three-dimensional azimuthally traveling
wave with the azimuthal wavenumberk54 and the circular os-
cillation frequencyvcr5632.18. The convergence of the finite
volume method for this case is shown in Table 1. The 1003100
grid yields a result that coincides with that obtained by the Galer-
kin method to three decimal digits. With further mesh refinement
~1203120 or finer!we obtained agreement to the fourth decimal
digit. Note that an accurate computation of critical values requires
the accurate approximation of both the steady flow and the domi-
nant eigenvector. The sufficiently accurate computation of both by
the finite volume approach is validated in the present example.

The convergence of the finite volume method for the present
case of discontinuous heating is illustrated in Table 2. It is seen
that the use of 80380 nodes forA52, and 40380 nodes forA
54 and 8 yields at least four converged decimal digits in the
critical Grashof number and critical frequency. On the other hand,
the convergence of the global Galerkin method slows down in the
present case. The slow down is caused by the discontinuities of
the normal derivative of the temperature in the boundary condi-
tions at z5a1 and a2 . These discontinuities lead to the Gibbs
phenomenon, i.e., to the appearance of spurious oscillations near a
point of discontinuity. The Gibbs phenomenon can be smoothed
by a proper choice of the collocation points at the boundary~for
details see@28,29#! and remains small when the axisymmetric
steady flows are calculated, so that the pointwise difference~cal-
culated via all grid nodes! between the solutions obtained by the
two numerical methods is less than 1% for a rather coarse discreti-
zation: 50350 uniform finite volume grid against 20320 Galerkin

Fig. 17 Streamlines and isotherms of the flow for Gr Ä2.3
Ã105 and the Prandtl numbers slightly different from zero

Table 1 Convergence of the critical Grashof number and the
critical frequency for AÄ1, kÄ4, and PrÄ0.015 for the finite
volume method. Parabolic heating of the sidewall. The con-
verged result obtained by the Galerkin method is Gr crÄ3.5922
Ã105 and vcrÄ632.18.†23‡

Grid Grcr31025 vcr

203 20 3.9177 641.68
403 40 3.8011 638.20
503 50 3.4426 620.43
803 80 3.6004 631.66

1003100 3.5927 632.42
1203120 3.5923 632.23
1403140 3.5923 632.20

Table 2 Convergence of the critical Grashof number and the
critical frequency for AÄ2 and kÄ1 for the finite volume
method

A Grid, Nr3Nz Grcr31025 vcr

2 203 20 4.2987 164.25
303 30 4.3702 162.80
403 40 3.8466 171.72
503 50 3.8291 173.55
803 80 3.8283 173.37

1003100 3.8281 173.37
1253125 No change No change
1503150

4 203 20 2.9348 0
203 40 3.1688 0
303 60 3.1716 0
403 60 3.1790 0
403 80 3.1792 0
403100 No change 0
603100 0
803100 0

8 203 20 1.8283 0
203 40 1.8266 0
303 60 1.8139 0
403 60 1.8168 0
403 80 1.8171 0
403100 No change 0
603100 0
803100 0
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basis functions with 72 collocation points at the boundary. How-
ever, the Gibbs phenomenon becomes stronger when three-
dimensional perturbations are calculated. The strongest effect is
observed in low-aspect ratio cylinders, where the relative size of
the heated element is larger.

The Gibbs phenomenon can be significantly reduced by a
smoothing of the boundary conditions. However, our experience
in flow stability studies@15,20,23,26–29#shows that stability
properties of the flow can change drastically with a small, seem-
ingly negligible, change of geometry or boundary conditions.
Since the Gibbs phenomenon is observed to be strongest in the
patterns of three-dimensional perturbations, we prefer to refrain
from any alteration of the boundary conditions. Thus, we used the
global Galerkin method for validation purposes only, and con-
ducted the parametric stability study by the finite volume method.

The critical parameters obtained by both numerical approaches
for different aspect ratios and the azimuthal wavenumbers are
shown in Table 3. At large aspect ratios the agreement between the
two methods is better since the Gibbs phenomenon is weaker. The
largest disagreement between the two numerical methods is ob-
served atA52, but it does not exceed 10 percent. Nevertheless,
the use of the independent global Galerkin approach allowed us to
obtain additional validation of the results. The stability study re-
ported below is done using the finite volume approach, which
does not exhibit the convergence slowdown~see Table 2!.
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1 Introduction
Research interest in natural convection has been motivated by

its relevance in many applications including geophysical, chemi-
cal, and nuclear. In particular, thermal convection driven by inter-
nal heat sources plays an important role in the post-accident heat
removal problem in the event of a core meltdown accident in a
nuclear power reactor. The success of in-vessel retention~IVR!
severe accident management strategy depends among other fac-
tors on the thermal loadings imposed by the convecting melt pool
@1,2#. The motivation for this work arises from the results of RAS-
PLAV experiments@3# which show that the melt separation into
heavy and light fluids with a jump of uranium and zirconium
concentrations at the boundaries may occur for some corium com-
positions. The melt stratification of its oxidic components affects
the thermal convection heat transfer. Thus, its effects on local heat
flux distribution and average energy transport must be evaluated.

Much research effort has been directed at the problem of natu-
ral convection in a uniform pool with internal heat generation@4#.
However, only a few studies have focused on the subject of ther-
mal convection in volumetrically heated stratified layer pool. The
first experimental studies of natural convection in a double-layer
system with volumetric heat sources, motivated by issues related
to the post-accident heat removal in liquid-metal-cooled fast
breeder reactors, were reported in 1970s. Fieg@5# investigated the
natural convection characteristics of two stratified immiscible liq-
uid layers with an internally heated lower layer. The temperature
was maintained equal at the top and bottom boundaries. Heptane
and water were used as lighter and heavier liquids, respectively.
The important conclusion was that the two layers behaved as if
separated by a rigid highly conductive wall. The correlation for
the Rayleigh-Be´nard convection in the upper layer and that for the
lower layer internally heated and bounded by the isothermal walls
were applied and the calculated values agreed with the experimen-
tal data to within610 percent accuracy. Schramm and Reineke
@6# studied experimentally and numerically the natural convection
in a rectangular channel filled with two immiscible fluids of dif-

ferent physical properties. No heat flux data were obtained in their
experiments. They found that their computational isotherms were
quite similar to those observed in their experiments. Kulacki and
Nguen@7# studied hydrodynamic instability and thermal convec-
tion in a horizontal system of two immiscible fluid layers with
internal heat generation in the lower layer. In their study, the sys-
tems of heptane-water or silicone oil-water were bounded in a
square cavity from below by a rigid, insulated surface and from
above, by an isothermal wall. The heat was generated internally in
the lower layer. Experimental measurements of transient and
steady state convection up to Rayleigh numbers of 1011 were ob-
tained. The Nusselt numbers based on the average heat transfer
coefficient for different layer thickness ratios were obtained from
the experiments and correlated. The uncertainty in the measured
Nu and Ra was reported to be less than 5.2 percent. The numerical
predictions in the vorticity-stream function formulation for a uni-
form computational domain of 28340 were found to be in general
agreement with the data. The interface was treated as a semi-solid
conducting sheet with interfacial shear transmitted from the lower
layer to the upper layer. In addition, simulations were performed
with the interface assumed to be hydrodynamically rigid. It was
concluded that for either interface, the overall flow pattern was
not much affected by the hydrodynamics at the interface. How-
ever, predicted Nusselt number for the case of a hydrodynamically
rigid interface was about 10 percent lower. Gubaidullin@8# devel-
oped two semiempirical correlations that may be employed to
evaluate the heat fluxes in a horizontal double layer fluid system
with internal heat generation in the lower layer.

Recently, the SIMECO~SImulation of MElt COolability! ex-
perimental program@9# was focused to study the effects of density
stratification on heat transfer characteristics. A number of tests
were performed in a semicircular vessel which is a slice geometry
representation of the hemispherical lower head of a PWR such as
Westinghouse’s AP600 reactor. The system of two immiscible flu-
ids were composed of paraffin oil as the top layer, and water as the
lower one@10#. The experiments were conducted for Ra;1013,
various depth ratiosL125$4:26,6:26% with the lower layer heated,
and L125$12:14,8:18,4:22% for the case when both layers are
heated. The choice of the Rayleigh number was defined by the
size of the facility. In the prototypical reactor case the expected
Rayleigh numbers are higher (Ra;1015– 1016).

1Present address: Commissariat a` l’Energie Atomique~CEA!, 17 rue des Martyrs,
38054 Grenoble, France.
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Temperature distributions, local and averaged heat fluxes, ratio
of energy transferred upwards to downwards,Q12 were presented.
The presence of an upper layer, heated from within or without
heat sources, significantly decreased the upwards heat transfer.
The local heat flux peaked below the interface and was found to
be greater than that in the corresponding single layer experiments.
No dependency onL12 was observed for cases of heat generation
in the lower layer. No mixing between the two fluids was ob-
served, and the interface did not deform.

Tests employing salt water for the lower layer, and fresh water
for the upper layer~miscible fluids!were conducted as well@11#.
The density difference between the upper and the lower layer was
varied fromDr52 percent toDr530 percent. ForDr,5 percent,
a blurred interface was observed, and forDr.5 percent the inter-
face was defined by a distinct boundary. Mixing time was found to
be dependent onDr and the heat generation rate. The energy split,
Q12, defined asqup•Aup /qd•Ad , took values much less than
those in the corresponding uniform pool and did not change sig-
nificantly during quasi-steady state, when partial mixing occurs at
the interface and side boundaries. As rapid total mixing occurred
between the layers,Q12 increased reaching the value for the uni-
form pool and the temperature of the pool decreased to the values
of the corresponding single-layer pool. Temperature distributions,
local and averaged heat fluxes, ratio of energy transferred upwards
to downwards~sidewards!,Q12 were measured and the mixing
process was recorded on video. Some of these two-layer pool tests
were repeated with the two fluids separated at the interface by a
thin ~about 1 mm!copper plate@12#. The tests were carried out for
two different fluid layer combinations, water-water and paraffin
oil-water, in order to determine:~1! the effect of a rigid interface
on heat transfer, as compared with a case of direct contact be-
tween the immiscible layers;~2! the effect of a rigid interface in
the of case of water-water, as compared with a diffuse interface in
the case of salt water-water; and~3! the effects of different ther-
mophysical property ratios. The experimental values ofQ12
showed that for the immiscible fluids system~paraffin oil-water!,
the rigid interface has nearly no effect on heat transfer and the
average value of the energy splitting is the same as in the case of
direct contact between the two layers. This agrees with the con-
clusions based on experiments, reported by Haberstroh and Re-
inders @13# that the thermal convection heat transfer in an oil-
water system is not affected when the two layers are separated by
a thin conductive plate. In cases of salt water-water versus water-
water with separation, the average values ofQ12 were similar to
each other. However, the data scatter around the average values
was much more pronounced in the first case. It was concluded that
the diffuse interface, prior to complete mixing of the layers, has
no significant effect on the average heat transfer characteristics.

No numerical studies on thermal convection in a double-layer
system, miscible or immiscible, for case of complex semicircular
geometry have been reported so far.

In this paper, computational fluid dynamics~CFD! analyses
have been performed to study the natural convection heat transfer
in two-layered miscible~salt water-water!and immiscible systems
with internal heat generation in a semicircular vessel. The objec-
tive of the work is to delineate the effects of stratification and
mixing on heat transport in a two-fluid density-stratified pool. We
have also performed a parametric study to assess the effect of
physical properties on the heat transfer characteristics to comple-
ment results obtained from experiments by means of CFD simu-
lations for a range of lower Rayleigh number and to combine the
experimental data and the computational results.

In the present study, we do not attempt to provide any reactor
assessment by using the obtained numerical results. There are
large uncertainties in the current knowledge about related proto-
typical reactor situations. In fact, reactor conditions involves num-
ber of other complicating factors. These include physical chemis-

try of core melt, radiation heat transfer from the pool top surface,
metal layer focusing of heat flux to name but few. These complex
issues are not within the scope of this paper.

In section 2, two mathematical models for double-layer thermal
convection in immiscible system and for double-diffusion are in-
troduced. The description of numerical methods and code are
given. Application of the models and results of computations are
demonstrated and discussed in section 3. First, heat transport in
stratified pools is compared to those in the uniform pool. The role
of the nature of interface on the average heat transfer characteris-
tics is investigated in several numerical tests. In the next part, the
predictions of SIMECO tests at Rayleigh number lower than those
in the tests are described. Results of a parametric study on effects
of the upper fluid layer properties and height ratio on heat transfer
follows. In the last part of section 3, mixing of two miscible layers
is studied. Appropriate dimensionless parameters are identified
and their effect on mixing time is investigated. Finally, a summary
can be found in section 4.

2 Modeling of Natural Convection in a Double-Layer
System

2.1 Fixed Interface Model. We consider the heat transport
in two layers of incompressible immiscible fluids with internal
heat generation. By ‘‘immiscible’’ layers, we assume that fluids
composing different layers can not mix at the molecular level and
no mass transfer, across the interface, takes place by convection
and diffusion. The fluids have separate velocity and temperature
fields and exchange momentum and energy through the interface.
The liquid-liquid interface is assumed to be horizontal and does
not deform. The interfacial forces due to the variations of the
surface tension produced by temperature gradients~Marangoni ef-
fects!are assumed to be negligible. This approach was used pre-
viously in the numerical studies reported in@14–16#.

We consider two immiscible fluid layers of depthsL1 andL2 ;
the upper fluid is designated as 1 and the lower fluid as 2. The
fluids are enclosed in a two-dimensional semicircular cavity of
radiusL. The geometry configuration and the fluid height ratios
L12 are chosen as in the SIMECO tests. HeatQv,i is generated
volumetrically either in both layers or in the lower layer. Two
fluids are bounded by isothermal surface at temperatureTw . No-
slip boundary conditions are applied along the rigid walls. Ini-
tially, the fluids are quiescent and at uniform temperature. Sche-
matic of the problem and boundary conditions employed are
shown in Fig. 1. The Boussinesq approximation is assumed for the
buoyancy force. The independent variables are scaled asx/L2 ,
uL2 /n2 , tn2 /L2

2, (T2Tw)/(QvL2
2/k2), pL2

2/r2n2
2. The conserva-

tion equations in dimensionless form for fluid 1 are

¹•u50 (1)

]u

]t
1~u•¹!u52r12

21¹p1b12~Ra2 /Pr2!DTj1 n12¹
2u (2)

Fig. 1 Problem formulation and boundary conditions em-
ployed in CFD simulations
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and for fluid 2
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v15v250

T15T2

The motion of fluid in a double-layer system not only depends on
a Ra and Pr, but also on the ratios of physical properties. With a
number of new dimensionless parameters that enter the governing
equations, the investigation of the two-layer problem becomes
significantly more complicated than that of a single-layer.

2.2 Double-Diffusion Model. The subject of double-
diffusive convection had its beginnings in the 1950s with interest
in it coming mainly from oceanography. It is concerned with the
study of fluids in which there are gradients of two~or more!
properties with different molecular diffusivities. Double-diffusive
convection has been studied extensively in the environmental sci-
ences@17,18#. Direct simulation of double-diffusive layered con-
vection has been reported in@19,20#. However, a numerical study
of double-diffusive convection with internal heat generation has
not, to the author’s knowledge, been reported so far.

As in the previous part, we consider a semicircular two-
dimensional enclosure of radiusL bounded by isothermal surfaces
(T5Tw). Initially, the fresh water layer (S150) of depthL1 rests
on the top of the salt water layer of concentrationS2 and the
maximum depthL2 . The two-layer system can be destabilized
and mixed by heating due to the uniform heat sourcesQv located
in both layers and cooling at the boundaries. The nondimensional
quantities introduced are defined asx5x/L, u5uL/n, t5tn/L2,

p5pL2/rn2, T5(T2Tw)/(QvL2/k), S5(S2S1)/(S22S1).
Hence, the conservation equations for the Boussinesq fluid may be
written in the following dimensionless form:

¹•u50 (8)

]u

]t
1~u•¹!u52¹p1Ra/Pr~DT2lQDS!j1 ¹2u, (9)

]T

]t
1u•¹T5

1

Pr
¹2T1

1

Pr
(10)

]S

]t
1u•¹S5

1

LePr
¹2S. (11)

whereS1 and S2 are initial minimum and maximum solute con-
centrations@wt %#. For the sake of simplicity we have used the
same notation for dimensionless parameters as for corresponding
dimensional quantities. The new dimensionless parameters are
lQ , a stability number which is a measure of the ratio of density
changes due to the stabilizing effect of the solute stratification
divided by the destabilizing effect of internal heating and external
cooling, and Le, the Lewis number, which is a ratio of thermal and
solute diffusivities. Le andlQ are defined as

lQ5
g~S22S1!

bQvL2/k
(12)

Le5
a

D

2.3 Computational Details. The numerical calculations
were performed using the general-purpose CFX-4.1 code2. The
transport equations are discretized using a conservative finite-
difference method with all variables defined at the center of con-
trol volumes which fill the physical domain being considered. For
most of the present work, if not stated otherwise, third-order ac-
curate CCCT upwind scheme for treatment of the advection term,
fully implicit backward difference time stepping procedure and
SIMPLEC velocity-pressure coupling have been used@21#. The
performance of CCCT scheme has been compared to other nu-
merical schemes available in the code and chosen for its low
numerical diffusion@22#. The above described models are imple-
mented into the code by means of the code user FORTRAN
routines.

Benchmarking of the Code.The fixed interface model was
tested on the two-layer Couette flow benchmark and on the heat
conduction problem of two fluids having different conductivities.
In addition, the model was validated against the experimental cor-
relation of Kulaki and Nguen@7# in the previous study@23#. For
the miscible case, the validation against the experimental data of
Bergman and Ungan@24# was made in the earlier study of the
two-layer mixing in a rectangular, salt-stratified pool destabilized
by heating and cooling on lateral boundaries@22#. Previously, the
CFX code was successfully employed in the extensive study of
natural convection in single-layer pools with volumetric heat
sources@25,26#.

Grid Independence Study.The computational mesh is con-
structed using a multi-block approach. Up to 17 blocks are at-
tached to form the full domain for the fixed interface model. The
flow domain is divided in two sub-domains coupled through the
boundary conditions at the interface. In order to correctly resolve
heat transfer near the interface and isothermally cooled walls, a
very dense mesh was used in these regions. An example of grid
employed for calculations is given in the appendix, Fig. 14~a!.
Grid sensitivity tests were performed. Several different grid sys-
tems were tested for each model and for each configuration. The

2Property of AEA Technology, U.K.

Fig. 2 Variation of the average Nusselt number with the Ray-
leigh number for a uniform pool
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criterion for the grid choice was the convergence of the value of
the mean Nusselt number. An example of the mesh independence
study is presented in appendix, Table 1. The grid chosen for simu-
lations of convection of immiscible fluids was about 13•103

nodes. For the double-diffusion model, a typical mesh is presented
in appendix, Fig. 14~b!. As a result of the grid independence study
~Fig. 13!, the mesh with about 17•103 nodes was chosen. The
time scales of development of the interfacial instabilities and mix-
ing of layers are very short, hence, very small time steps were
chosenDFoc,O(1027). Eight iterations are performed at each
time step to assure the mass balance. In total, each run comprises
of about six thousand time steps. The total CPU time for each run
in case of miscible layers was of order O(105) s on one processor
of Cray J90 workstation.

3 Results and Discussion

3.1 Comparison of Convective Heat Transfer in Miscible
and Immiscible Fluid Systems. In this part we would like to
compare different stratification conditions with immiscible fluids
and double diffusive system.

Uniform Pool. The purpose of these single-layer tests is two-
fold: ~1! to benchmark the computational method against well

accepted data from the uniform pool case, and~2! to obtain heat
transfer data that can be directly compared with the stratified pool
cases studied here.

The set of the Navier-Stokes Eqs.~1!–~3! is integrated numeri-
cally for a125n125b125r1251 andL1250. The Rayleigh num-
ber, Ra, based on the reference value of the radiusL is varied from
5•106 to 1.3•1010 and the Prandtl number Pr56.5. The time inte-
gration is performed until a statistical steady state is achieved.
During calculations, the overall energy balance in the pool has
been checked. The resulting heat fluxes and, consequently, the
overall energy balance exhibits an oscillatory behavior due to tur-
bulence. The amplitude of oscillations increase with the increase
of the Rayleigh number, and it is considerably larger on the top
surface where intensive turbulent mixing occurs. It should be
noted that turbulence in buoyancy-driven flows exhibits itself al-
ready at relatively low Rayleigh numbers. The computed flows
under consideration are partially turbulent. For higher Rayleigh
numbers, it is known that two-dimensional direct simulation
~without an additional turbulence model or an application of any
kind of wall-functions! of the equations of motion results in un-
derprediction of heat transfer due to strong turbulence@25#, and
three-dimensional simulation~DNS or ‘‘quasi-DNS’’! is required
to represent correctly the turbulent mixing. The available

Fig. 3 The mean Nusselt number as a function of the Rayleigh number for „a… L12Ä4:22, PrÄ6.5, Qv,1ÄQv,2 ; „b… L12
Ä8:18, PrÄ6.5, Qv,1ÄQv,2

Fig. 4 Normalized with T max isotherm patterns in case of „a… stratified immiscible fluids; „b… stratified miscible fluids
„RaÄ1.3"1010, Ra2Ä2"109, L12Ä8:18, Qv,1ÄQv,2…; „c… one fluid
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turbulence models were critically reviewed in@27#. The applica-
tion of the Reynolds-averaged Navier-Stokes~RANS! turbulence
models ~e.g., the two-equation eddy-viscosityk2e models! to
thermal convection in stratified pools at high Ra did not give
satisfactory results@27#. Therefore, we have limited our study to
the moderate Rayleigh numbers where the two-dimensional direct
integration of the Navier-Stokes equations without the additional
turbulence model gives reliable results. For the detailed discussion
on modeling issues related to thermal buoyant flows, a reader can
be addressed to@28,29#.

The computed time and space averaged Nusselt numbers are
compared with the experimental correlations of Mayinger et al.
@30#. The heat fluxes are estimated asq5k3]T/]n with the first-
order approximation used at the boundary. The computed results
presented in Fig. 2 are in good agreement~615 percent!with
experimental data. The computed average values ofQ12 are about
unity, the value obtained from the Mayinger correlation. The value
of Q12 increases with the increase of the Rayleigh number, i.e.,

more heat is being transferred upwards. For Ra;1013, the corre-
lation givesQ12;2, the value measured in uniform pool, water
SIMECO tests.

Immiscible Fluid Layers. The set of Eqs.~1!–~6! along with
the boundary conditions Eqs.~7! are solved numerically. Two
height ratios are considered:L1254:22 ~‘‘thin’’ layer! and L12
58:18 ~‘‘thick’’ layer!. The Rayleigh number, Ra, is varied from
2.3•107 to 1.3•1010. The fluid properties of the top layer fluid are
equal to those of the lower layer~Pr56.5!. The heat is generated
in both layers.

Miscible Fluid Layers. The set of Eqs.~8!–~11! is solved nu-
merically. Simulations are performed for Pr56.5, Le5100, and
L1254:22 or L1258:18. The Rayleigh numbers are taken as in
the previous, immiscible layers case. The stability numberlQ is
taken equal to about 0.07 for most of the calculations. For this
relatively high value oflQ , the system reaches thermal equilib-

Fig. 5 Variation of the average Nusselt number over the side wall „RaÄ2"109, PrÄ6.5, L12Ä8:18…: „a… heat generation in
both layers; „b… with and without heat generation in the upper layer

Fig. 6 The mean Nusselt number as a function of the Rayleigh number for „a… L12Ä4:22, Qv,1ÄQv,2 ; „b… L12Ä8:18,
Qv,1ÄQv,2
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rium at times corresponding to the Fourier number, Foc

;O(1023) when the mass diffusion effects are negligible and no
mixing has occurred. At these times the interface remains sharp
and horizontal. In general, the interface stability depends on Ra,
the stability numberlQ and the height ratioL12. It should be
recognized that the mixing in a two-layer fluid subjected to shear-
free turbulence is a very complex hydrodynamic phenomena@29#.
We have addressed the issues associated with the interface stabil-
ity and mixing in the last part of this study.

We would like to compare the mean heat transfer characteristics
in miscible layers with those in immiscible ones. The results of
simulations are presented in Fig. 3. The average Nuup is lower and
Nud is higher in the double-layer system than in the uniform pool.
This indicates higher thermal loading on the side walls. The en-
ergy splitting,Q12, is mostly affected by fluid stratification. In the
miscible case, the average values ofQ12;0.6 for L1254:22, and
Q12;0.820.7 for L1258:18. In the immiscible case, the mean
values of Q12;0.7 for L1254:22, andQ12;0.820.7 for L12
58:18. Thus, the fraction of heat released within the layer, that is
transferred to the side walls, is significantly greater than that in the
uniform pool (Q12;1.3 for Ra;1010). It is interesting to note
that the heat transfer sidewards is not considerably affected by the
increase inL12, while the heat transfer upwards is higher for the

case of the thicker upper layer. This might be explained~a! the
presence of heat sources in the top layer~more heat is being
generated within the thicker top layer!; and ~b! more efficient
convective heat transfer mechanism upwards. The comparison of
the results for the immiscible and miscible systems demonstrates
that there is little difference~less than 10 percent! between the
average Nusselt numbers~Fig. 3!. Figure 4 presents the computed
temperature fields in three different cases. The calculated flow
field in case of stratified fluids, both immiscible and miscible, can
be separated into three distinct regions. The flow pattern in the
upper layer resembles the one typical for the Rayleigh-Be´nard
convection regime. The flow field in the bottom layer include:~1!
inverted thermals descending from the interface whose tempera-
ture is lower than that of the lower core region. This creates a
relatively well-mixed unstably-stratified convection-dominated re-
gion in the upper part of the bottom layer;~2! a steep boundary
layer descending down along the curved side wall; and~3! a
stably-stratified conduction-dominated lower pool. In miscible
system, there is a thin layer of quiescent diffused interface. The
heat transfer in this layer is mainly by conduction. Since the in-
terface temperature is higher thanTw and, as a result, the inverse
temperature gradients are lower, the thickness of the unstably-

Fig. 7 The mean Nusselt number as a function of the Rayleigh number for „a… L12Ä4:26, Qv,1Ä0; „b… L12Ä6:26, Qv,1Ä0

Fig. 8 Time average centerline temperature distributions for „a… L12Ä4:22, Qv,1ÄQv,2 ; „b… L12Ä8:18, Qv,1ÄQv,2
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stratified region in the double-layer fluid is considerably smaller
than the one in the uniform pool. Figure 5 presents the angular
distribution of the local Nusselt number at the side vessel wall.
The side wall heat flux gradients over the interface are less sharp
in the miscible system due to the diffused nature of the interface.
It can be seen that in the stratified pool the thermal load differs
dramatically from the one-fluid pattern. The heat flux increases
with anglef. However, it reaches its maximum value in the re-
gion just below the interface. Asf passes throughf int , the heat
flux abruptly decreases reaching its minimum value at the inter-
face. In the top layer, the heat flux increases to its local maximum
close to the upper wall and decreases soon after to zero value.
This behavior reflects the development of the boundary layer on
the side wall interrupted by a stagnation point of the interface
intersection with the side wall. The instantaneous local Nusselt
number distribution at the side wall is practically identical for
cases of miscible and immiscible fluids~Fig. 5~a!!, i.e., the nature
of the kinematically stable, diffused interface seems to play little
role in determining the heat transfer characteristics at times Foc
!1. The presence of the heat sources does not seemingly affect
the heat transfer sidewards in the lower layer~Fig. 5~b!!.

3.2 Computations for the SIMECO Tests Configurations
The objective of these numerical experiments is to perform a para-
metric study to assess the effect of physical properties on the heat

transfer characteristics as well as to complement results obtained
from the SIMECO experiments by means of CFD simulations for
a range of lower Rayleigh numbers and to combine the experi-
mental data and the computational results to cover a greater range
of Ra numbers. Simulations are performed for the double-layer
immiscible system. Two cases are considered: the case of heat
generation in both layers (L1254:22 orL1258:18), and the case
of heat sources in the bottom layer (L1254:26 or L1256:26).
The physical properties of the bottom layer fluid taken are those
of water and the properties of the top layer fluid are those of
paraffin oil. The conductivity and the viscosity ratios of two fluids
are k1251:3 andm12520. The Prandtl numbers are Pr15370,
Pr254. The Rayleigh number based on the lower layer properties,
Ra2 , ranges from 109 to 1011.

The computed and experimental mean Nusselt numbers are pre-
sented in Figs. 6 and 7. It can be seen that the extrapolation of the
predicted Nusselt numbers result in values consistent with those
measured in the experiments. The time-averaged centerline tem-
perature profiles are presented in Figs. 8 and 9. The experimental
values were obtained from time-averaged measurements with
thermocouple probes located at the centerline of the pool. These
normalized values are compared to the numerical results for lower
Rayleigh numbers. The deviation in the experimental values from
the computed linear profile is likely to be due to the fluid motion
present in the lower layer at much higher Rayleigh number in the

Fig. 9 Time average centerline temperature distributions for „a… L12Ä4:26, Qv,1Ä0; „b… L12Ä6:26, Qv,1Ä0

Fig. 10 Effect of upper layer physical properties on Q12 „Qv,1
ÄQv,2… Fig. 11 Predicted mixing times
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tests. The temperature distribution in the lower layer is almost
linear in all cases and indicates that fluid is stably stratified in the
region. Both computed and experimental values show a sharp gra-
dient across the interface. For the case of heat generation in the
lower layer, the profiles in the upper layer are typical for those of
Rayleigh-Bénard convection.

3.3 Effect of the Upper Layer Physical Properties. In
general, the heat transfer in a multilayered system depends on a
multitude of parameters such as ratios of thermophysical proper-
ties, layers thickness, heat generation rates, etc. The correlation
between the energy split and the thermophysical parameters of
interest is not known for a semicircular geometry as it was ob-
tained for a rectangular case@12#. Therefore the assessment of the
effect of properties at a specified thickness ratio of the layers by
means of CFD is desirable. We would like to determine the effect
of the key parameters, i.e., conductivity and viscosity ratiosk12,
m12, on the heat transfer process for stratified layers. The values
of k12 andm12 considered are 5:1, 1:1, 1:5. The Rayleigh number
Ra2 is chosen equal to 1.2•1010. The simulations are performed
for two configurations ofL1254:22 andL1258:18 and same heat
generation rate in both layers. Figure 10 presents the effect of
different k12 and m12 on the mean energy splitQ12. A strong
dependency ofQ12 on k12 can be observed. For cases ofk12<1,
the upper layer introduces additional thermal resistance and thus,
decreases heat transferred upwards. Again,Q12 is higher for the
thicker layer due to the heat sources present in the upper layer.
The maximum value of side wall heat flux can be much higher
than in the corresponding uniform pool case and is located right
below the interface. The effect of viscosity is less significant.
Lower viscosity in the upper layer increases the convection inten-
sity and the heat transfer. The difference inQ12 for m1255:1 and
1:5 is about 30 percent.

3.4 Mixing of Double-Layer Salt-Stratified System. In
this part, we would like to perform the numerical analysis for a
layered salt-stratified system, destabilized and mixed, by internal
heating. The purpose of these calculations is to delineate the effect
of the Rayleigh number, Ra, and the stability ratio,lQ , on mixing
time Foc,mix of the layers. Calculations are performed for Le5100,
Pr56.5, Ra51.3•109, andL1258:18. Different values oflQ are
considered. In the absence of convective motion the layers are
mixed in times Foc,mix;O(1). It ispractically impossible to cover
computationally the whole range of mixing times from the mini-
mum value which corresponds to an almost homogeneous pool
upto the case of mixing due to diffusion only. Besides computa-
tional expense and the problems associated with numerical diffu-
sion which may affect the results of the simulations, there could
be different regimes of mixing depending on values of Ra,lQ ,
Foc . Here, we consider only such initial parameters that the mix-
ing of layers occurs in times Foc,mix!1. More precisely we con-
sider mixing which may occur in times less than Foc,mix,1023

which corresponds to few hours for a pool of characteristic size

Fig. 12 Concentration „left-hand column … and temperature
„right-hand column … fields for RaÄ 1.3"109, lQÄ2.33"10À2

„a…
FocÄ8.3"10À4, SmaxÄ1.0; „b… FocÄ10"10À4, SmaxÄ0.99; „c… Foc
Ä11.5"10À4, SmaxÄ0.98; „d… FocÄ12.8"10À4, SmaxÄ0.96; „e… Foc
Ä14.2"10À4, SmaxÄ0.94

Fig. 13 Transient average Nusselt numbers for Ra Ä1.3"109,
lQÄ1.16"10À2
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L;1021 m. The density difference due to salinity was varied be-
tween 0.5 percent and 2 percent. We define the mixing time,
Foc,mix , as the time that corresponds to a sudden increase in heat
transfer.

The results of simulations are presented in Fig. 11. As expected,
the mixing time increases with increase oflQ . For lQ values
smaller than 3•1022 which corresponds to initial density differ-
ence of about 2 percent the mixing of the layers was not achieved
in times Foc,mix less than O(1023). The interface, for these cases,
remained almost horizontal. Once thermal equilibrium has been
reached, the average heat transfer characteristics do not change in
the time period considered. The dynamics of mixing is depicted in
Fig. 12. The convecting cells in both layers cause the formation of
cusps at the interface. The interface adjacent to the cooled walls
moves downwards. The quasi-steady state, when thermal equilib-
rium has been achieved, can be attained prior to mixing depending
on the value oflQ for a given Ra. Fluid, flowing down along the
side boundaries, penetrates the diffusive interface trapping the hot
core region below the interface from the sides and at some point
the interface is ruptured. As energy is released from the core re-
gion, the heat transfer upwards increases to its maximum value
and the mixed system is approaching quasi-steady state rapidly.
The partially unmixed salt region accumulates at the bottom of the
vessel. The time- and space-averaged Nusselt numbers of the sys-
tem in the mixed state are in good agreement~615 percent!with
the experimental correlations of Mayinger et al.@30#. The tran-
sient Nusselt number is presented in Fig. 13. The quasi-steady
state prior to mixing is clearly observed. The jump in Nuup indi-
cates the break-up of the trapped core region with subsequent
energy release to the upper boundary.

4 Conclusions
CFD analysis has been performed to study the effect of fluid

stratification on heat transport in two-layer pools. Miscible and
immiscible fluid systems are considered. The liquid-liquid inter-
face in immiscible fluids is assumed to be horizontal and non-
deformable~fixed interface model!. Computations are performed
for the complex semicircular geometry for Rayleigh numbers up
to 1011.

Both fixed interface and double-diffusion models are applied to
investigate natural convection phenomena in semicircular pools.
Calculations have been performed for the cases of ‘‘thin’’, 4:22,
and ‘‘thick’’, 8:18, upper layers with heat sources either in only
the lower layer or in both layers. The comparison of the results for
the immiscible and miscible systems before mixing demonstrates
that there is little difference~less than 10 percent! between the
average Nusselt numbers. Both fixed interface and double-
diffusive models provided almost the same local Nusselt number
distribution on the side wall. The side wall heat flux gradient over
the interface is less sharp in the miscible system due to the diffuse
nature of the interface. The local and the average Nusselt numbers
are presented and compared to those of uniform pools. The results
of CFD simulations show that the maximum value of the down-
ward heat flux can be much higher in the stratified pool than in the
corresponding case of a uniform pool. The average upward Nus-
selt number is lower, and the average downward Nusselt number
is higher, for the double-layer system than for the uniform pool.

The simulations are conducted for a paraffin oil-water system,
and results are compared to data obtained in the SIMECO experi-
ments. Different layers depth ratios,L12, were considered:
$4:22,8:18,4:26,6:26%. The major trends in the vessel wall heat
flux and temperatures can be predicted by the CFD model. A case
of heat generation in both layers is considered also and the fluid
properties of the upper layer are varied parametrically. The energy
splitting was found to be strongly dependent on the conductivity
ratio. The dependence on the viscosity ratio is weak.

A numerical analysis is performed for a two-layer salt-stratified
system, destabilized and mixed by internal heating in a semicir-

cular vessel. The motion of the initially planar interface between
the two stably stratified layers of fluid is computed once the con-
vection began. The development of interfacial instabilities leading
to a rapid mixing of the layers is predicted. The shape of the
interface during mixing becomes highly nonlinear and is charac-
terized by multiple vortices. The physical mechanisms responsible
for the mixing of the stratified layers in an internally-heated sys-
tem are elucidated.

We believe that the present study is the first attempt to describe
different stratification conditions with immiscible fluids and
double-diffusive system in semicircular cavities with internal heat
generation.

Nomenclature

A 5 surface area, m2

C 5 constant
cp,i j 5 ratio of i-layer to j-layer specific heat

D 5 solute diffusivity, m2/s
Foc 5 Fourier number, Foc5t•D/L2

i, j, k 5 unit vectors inx, y, z directions
k 5 heat conductivity, W/m•K

ki j 5 ratio of i-layer to j-layer conductivity
L 5 total height of the pool, m

Li j 5 ratio of i-layer height toj-layer height
Le 5 Lewis number, Le5a/D
n 5 normal vector

Nuup 5 mean Nusselt number at the upper surface, Nuup

5qupL/k2DT
Nud 5 mean Nusselt number at the curved surface, Nud

5qdL/k2DT
Pr 5 Prandtl number,Pr5n/a

p 5 dynamic pressure, N/m2

Q 5 heat transfer rate, W
Qv 5 volumetric heat generation rate, W/m3

Q12 5 mean ratio of heat transferred upwards to heat
transferred downwards or sidewards

q 5 heat flux, W/m2

Ra 5 internal Rayleigh number, Ra5gbQvL5/nak
Ra2 5 Rayleigh number based on the reference values of

the lower layer
S 5 solute concentration
T 5 temperature, K
t 5 time, s

u 5 velocity vector, m/s
(x,y,z) 5 Cartesian coordinates, m

xi 5 coordinate,i, m

Greek

b 5 coefficient of thermal expansion,21/r0]r/]T,
1/K

b i j 5 ratio of i-layer to j-layer coefficient of thermal
expansion

g 5 coefficient of fractional expansion due to solute
d t 5 thermal boundary layer thickness, m
D 5 difference between two values of some parameter

lQ 5 stability number,lQ5gDS/bQvL2/k
m i j 5 ratio of i-layer to j-layer dynamic viscosity

¹ 5 vector operator,¹5 i]/]x1 j]/]y1k]/]z
r i j 5 ratio of i-layer to j-layer density
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Subscripts

1 5 top layer
2 5 lower layer

exp 5 experimental
comp 5 computational, computed

corr 5 correlation
d 5 related to the curved or lower surface

int 5 interface
max 5 maximum

up 5 related to the upper surface
w 5 wall

List of Acronyms

LWR 5 Light Water Reactor
PWR 5 Pressurized Water Reactor
RPV 5 Reactor Pressure Vessel

SIMECO 5 SImulation of MElt COolability
SIMPLE 5 Semi-Implicit Method for Pressure Linked

Equations.
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A Computational Study on
Flame-Solid Radiative Interaction
in Flame Spread Over Thin
Solid-Fuel
A detailed, two-dimensional, laminar, flame spread model over a thin solid is solved in
both a normal gravity downward spread configuration and in a microgravity quiescent
atmosphere configuration. The radiation transfer equation is solved using discrete ordi-
nates methods. While flame radiation plays only a secondary role in normal gravity
spread, it is crucial in microgravity. By using the solid fuel total emittance and total
absorptance as parameters, systematic computations have been performed to isolate the
roles of flame radiative loss to the ambient, absorption of flame radiation by the solid and
solid emission. Computations show that depending on the values of the solid radiation
parameters, trend reversals in spread rate and extinction limits between flames in normal
gravity and in microgravity can occur.@DOI: 10.1115/1.1773196#

Keywords: Flame, Heat Transfer, Microgravity, Modeling, Radiation

Introduction
Flame spread over a solid fuel can be described as a diffusion

flame propagating parallel to a solid fuel surface. The flame is
formed by a reaction between oxygen in the atmosphere and fuel
vapor, which originates at the solid fuel surface and diffuses into
the surroundings. A part of the thermal energy released by the
flame from the chemical reactions heats up the solid ahead of the
flame and also pyrolyzes the solid into fuel vapor. When enough
fuel vapor blends with the air, a combustible mixture is formed
and the flame advances across the surface.

Traditionally, flame spread over solids is classified~based on
flow direction relative to the flame! as opposed-flow spread,
where the flame spreads against the flow direction, or concurrent
flow spread, where the flame spreads in the direction of the flow.
The flow can be buoyancy induced, forced or a combination of
both. In purely buoyant flows, the downward flame spread is an
opposed-flow spread. The purely forced case can only be achieved
in zero gravity~0g! or microgravity~mg! ~for the purpose of this
work we will use these two terms interchangeably!. An interesting
special case of opposed-flow flame spread inmg is the self-
propagation of the flame in a quiescent atmosphere where there is
no external flow with respect to the laboratory coordinates. How-
ever, since the flame is spreading, the spread rate is itself the
relative convective velocity between the flame and the ambient
atmosphere. In flame-fixed coordinates, this yields the limiting
case of opposed flame spread in a forced flow situation.

The flame-spread rate in an opposed-flow is primarily con-
trolled by heat transfer forward to the unburnt solid fuel. As illus-
trated in Fig. 1, the solid consists of two zones: a pyrolysis zone
( l p), where the fuel vapor is produced, and a preheat~stabiliza-
tion! zone (l ph), where the flame transfers heat upstream to the
unburnt solid. In the preheat zone, both stream-wise and cross-
stream heat and mass transfer are important. Therefore, the gov-
erning differential equations are elliptic. To be consistent with the
heat and mass transfer treatment, the momentum equations must
be the full Navier-Stokes equations. In the opposed-flow flame
spread, the preheat zone coincides with the flame stabilization

zone. Here the gaseous reaction is initiated~with respect to the
upstream oxygen flow!. By including finite-rate chemical kinetics
and by resolving the structure of this zone, flame-spread limits can
be analyzed.

Heat transfer takes place in the gas-phase by the mechanisms of
conduction, convection and radiation. In the solid, the heat trans-
fer is mostly by conduction and solid radiation. Conduction in
thermally thin solids is not a rate-controlling process, and classical
analysis has focused mostly on the gas-phase conduction/
convection mechanism@1#. Radiation becomes important in flame
spread in microgravity~mg! because of the reduction of convec-
tion @2–7#. While radiant emission from a hot solid serves as a
heat loss mechanism, the flame~gas-phase!radiation has at least
two contributions: one as a heat loss mechanism to the ambient
and other as a heat feedback mechanism to the solid fuel. The
interaction of flame radiation with the solid can be complex, de-
pending on the solid radiation properties. There are relatively few
studies of flame spread that account for flame radiation. In op-
posed flame spread modeling, Bhattacharjee, Altenkirch and their
collaborators@3,4,8# included flame radiation in their model.
Comparisons of their modeling results with space experiments
support the importance of radiation in microgravity. Lin and Chen
@9# also included a radiation model in their downward flame
spreading computations in reduced gravity.

One of the difficulties of including flame radiation in the com-
bustion problem is that the gas radiation, which even by itself is a
very complex process, is coupled to the reactive flow and the solid
pyrolysis process. In addition, gas radiation is spectral. The gas-
phase radiatively participating species include the combustion
product gases (CO2 and H2O), fuel vapor, and possibly soot
~however, in certain flames in microgravity, soot is practically
absent@10,11#!. Although it is now possible to use spectral analy-
ses, such as the narrow-band model@12#, in computing one-
dimensional flames their adoption to this class of coupled multi-
dimensional flame problems is still computationally prohibitive.
Furthermore, in the combustion of most solid fuels the detailed
thermal decomposition and gas-phase reactions are not well un-
derstood and therefore empirical one-step kinetic models are often
used. To be compatible in the sense of overall accuracy, a radia-
tion model using mean absorption coefficients is adopted. The
details on how the mean absorption coefficients are determined
will be described later.
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The purposes of this study are to use a two-dimensional, lami-
nar, opposed-flow flame spreading model with flame radiation to:
~1! compare the characteristics of self-propagating flames inmg
with the downward propagating flames in normal gravity~1g!;
and ~2! investigate the nature of flame-solid radiative interaction
by parametrically varying the solid radiation properties and by
turning flame radiation in the model on and off to guide further
modeling improvements as well as experiments for the determi-
nation of physicochemical and radiative properties.

Model Description
The present numerical model of opposed-flow flame spread has

evolved from a previous~and the most up-to-date!version of a
flame-spread model in concurrent flow@6#, which has successfully
predicted experimental observations on concurrent flame spread
~both purely buoyant and purely forced! over thin solids@13#. A
schematic of the domain and flame spread configuration is shown
in Fig. 1. The flame-fixed coordinate system is located at the
pyrolysis front (X50) of the solid, where the fuel thickness is
95% of the fresh fuel thickness. In these co-ordinates, the solid
fuel is fed at the flame-spread rate (V̄F) into the stationary flame
and the flow approaches the flame base with a relative velocity of
ŪR(x,y)5ŪB(x,y)1V̄F for the buoyant downward spreading
flame. HereŪB(x,y) is the local buoyancy induced velocity with
respect to the laboratory frame of reference. For the microgravity
self-propagating case,ŪR(x,y)5V̄F . The domain is open to the
atmosphere and extends far into the ambient. The flame is as-
sumed to be symmetric with respect to the thin solid fuel; there-
fore only half of the domain needs to be computed. The governing
equations for the gas-phase and the solid phase are described next.
The property values used in this work can be found in the No-
menclature section.

Gas-Phase. The gas-phase model consists of two-
dimensional, steady, laminar, full Navier-Stokes equations along
with the conservation equations of mass, energy and species. The
energy equation includes radiation effects in the form¹•qY r ,
which is obtained by solving the radiation transfer equation. The
species equations are for the fuel vapor, oxygen, carbon dioxide

and water vapor. Nitrogen forms the balance of the gas mixture. A
one-step, second-order, global reaction between fuel vapor and
oxygen of Arrhenius type is assumed. The complete set of gov-
erning equations and the boundary conditions in the gas-phase can
be found elsewhere@6#. Only the nondimensional energy equation
and the radiation treatment will be detailed below.

Energy Equation
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Solid Phase. The solid is a thin cellulosic material~Kim-

wipes!with chemical formula C6H10O5 . It is assumed to be both
thermally and aerodynamically thin. The thickness of the fuel (hs)
changes as pyrolysis occurs, but the solid density remains con-
stant. The governing equations in the solid phase consist of the
continuity and energy conservation equations along with a solid
pyrolysis law of zeroth-order Arrhenius kinetics@14,15#. The
solid-phase equations are given below:

Pyrolysis Model
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Boundary Conditions
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The first term on the left side of the solid-phase energy equation
is the conductive/convective contribution from the gas-phase, the
second term is the net radiative heat flux from the gas-phase, the
third term represents the bulk solid heat-up term and the term on
the right hand side represents the energy exchange due to the
latent heat of vaporization~the latent heat is defined at tempera-
ture TL).

As pointed out previously@6,15#, the solid radiation term is
inversely proportional toŪR , the relative opposing velocity, and
the gas radiation term is inversely proportional toŪR

2. This is
because, in addition to the linear dependence of Boltzmann num-
ber on ŪR , the nondimensional radiation source term picks up

Fig. 1 Schematic of opposed „downwardÕself-propagating …

flow spreading flame
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anotherŪR dependence as length is nondimensionalized byLR

5a* /ŪR . As ŪR is decreased~e.g., from a normal gravity flame
to a microgravity flame!, the gas radiation effect is amplified
partly because the radiating layer~or, equivalently, the flame
thickness!is thicker and partly because conduction is reduced
~due to larger flame standoff distance!. Although at 1g the solid
radiation emission loss is greater than that from the gaseous flame,
the flame radiation effects amplify faster than the solid radiation
effects as the opposing velocity~or gravity! is reduced.

Treatment of Radiation. A direct treatment of radiation in-
volves solving the radiative transfer equation for the intensity dis-
tribution over the field of interest. Since solving the radiative
transfer equation with spectral accuracy is computationally pro-
hibitive for this coupled multi-dimensional problem, the use of
mean absorption coefficients will be adopted. The transfer equa-
tion for radiation intensity~in nondimensional form! passing in a
specified directionVW through a small differential volume in an
emitting, absorbing and non-scattering medium, in two dimen-
sional co-ordinates can be written as

jI x~x,y,V!1hI y~x,y,V!1K~x,y!I ~x,y,V!5K~x,y!I b~x,y!

The thin solid fuel is assumed to be diffusively emitting, trans-
mitting and reflecting. The solid radiation properties for the thin
solid in this model are specified by the total emittance~«! and
total absorptance~a! ~integrated over the entire wave length!.
Note that a part of the incident radiation can transmit through the
thin solid fuel. Since the flame is symmetric with respect to the
solid, the transmission is equivalent to reflection. Therefore, the
solid total absorptance is sufficient to characterize the response of
the solid to the incident radiation. The outgoing radiative intensity
from the solid (y5ymin50) can be expressed as

I ~x,0,V!5«I b~x,0!1F12a

p G E
n•V8,0

un•V8uI ~x,0,V8!dV8

n•V.0

In the above expression total emittance~«! and total absorp-
tance ~a! do not have to be equal. The reason for this will be
discussed later. Once the radiative intensity field is obtained, the
total incident radiation, radiative flux, and the divergence of ra-
diative heat flux in the rectangular domain are obtained from the
following formulas:

G~x,y!5E
4p

I ~x,y,V!dV

qr
x1~x,y!5E

j.0
j•I ~x,y,V!dV qr

x2~x,y!

5E
j,0

j•I ~x,y,V!dV

qr
y1~x,y!5E

h.0
h•I ~x,y,V!dV qr

y2~x,y!

5E
h,0

h•I ~x,y,V!dV

qr
x5qr

x11qr
x2 , qr

y5qr
y11qr

y2

¹•qY r~x,y!5K~x,y!@4T4~x,y!2G~x,y!#

Here, a mean absorption coefficientK(x,y) for the gas mixture
is needed. In this work, the participating gases are carbon dioxide
and water vapor. Soot is assumed to be absent based on experi-
mental observations of flames in low-speed flow and low oxygen
atmospheres@10#. The simplest way is to assign a constant absorp-
tion coefficient, which is treated as a parameter@16#. A more

sophisticated treatment of gas radiation has been proposed by
Bhattacharjee et al.@3#. Here the gas radiation is treated as a heat
loss term in the energy equation with a constant absorption coef-
ficient, the value of this coefficient is evaluated from a global
radiation energy balance. The radiation heat feedback to the solid
is then obtained in a similar fashion. The overall radiative transfer
is ensured in a self-consistent manner, but only a single absorption
coefficient is used for the entire flame. However, it is believed that
the absorption coefficient can vary significantly from one location
to another in the flame. In the work by Lin and Chen@9#, with an
optically thin-limit approximation, variable absorption coefficients
based on the local mixture composition and temperature were
used and the two-dimensional radiative transfer equation was
solved using the P-1 approximation. In the concurrent flame
spread case, Jiang@15#solved the radiation transfer equation using
discrete ordinates methods. Here again an optically thin flame was
assumed with the adoption of a local Planck-mean absorption co-
efficient.

One-dimensional studies@12,17# have shown that even for a
flame as thin as one or two centimeters, the flame is not optically
thin. This is caused by self-absorption by radiatively active spe-
cies. Furthermore, in comparison with the more accurate results
obtained from a narrow-band radiation model in one-dimensional
flames, it was shown that the Planck-mean results over predict net
emission from the flame@12,17#. Therefore, to improve the com-
puted heat flux at the solid or to the ambient, a correction is
needed. One such procedure has been proposed in@17# and is
adopted in this work. This procedure is described briefly below.

The local Plank-mean absorption coefficient for the mixture can
be given byKp5PCO2•Kp(CO2)1PH2O•Kp(H2O) , wherePi rep-
resents the partial pressure of speciesi. The values ofKp for each
species are taken from@18# as a function of temperature. A novel
feature used here is the incorporation of a calibration procedure
@17# for the mean absorption coefficient. The calibration of the
absorption coefficient against the narrow-band results through a
quasi-one-dimensional flame is to account for the different optical
lengths in different parts of the flame and the effect of spectral
self-absorption of gaseous species. Therefore the local absorption
coefficientK used in this work is set equal toCKp , whereC is the
correction factor. In the downstream flame region,X,0, C is
determined by an optical traverse in theY-direction~perpendicular
to the solid!and by applying the empirical relation proposed in
@17#. For the regionX.0, where the flame is highly two-
dimensional, two traverses are made fromX5Y50, one in the
Y-direction and the other in theX-direction toward the upstream.
The correction factor is the average of these two traverse values
and a uniform value is assumed in this region. Note that since the
steady flame solution is obtained iteratively~to be described later!,
the distribution ofC is also determined iteratively. The spatial
distribution of C along X has been presented in@19# for an
opposed-flow spreading flame and in@6# for a concurrent flow
spreading flame.

Numerical Scheme
The SIMPLER algorithm@20# is used for the fluid flow and

combustion equations. In the flame-spread problem, the radiative
heat emission in the flame zone and the net radiative heat flux
onto the solid are the primary quantities of concern. The net ra-
diative heat flux on the solid is determined by the zone near the
flame where the influences of ray effects and false scattering are
quite small. Furthermore, the divergence of the radiative heat flux
in the gas-phase becomes negligibly small away from the flame
zone due to small absorption coefficients. Based on these consid-
erations, the radiation transfer equation is solved using the S-N
discrete ordinates method@21,22#. The two-dimensional S4
scheme with 12 ordinate directions was chosen for use in the
current computations by considering the balance of numerical ac-
curacy and computational expense@15#. The higher order
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schemes, S6 and S8, were investigated by Jiang@15# but S4
yielded adequate resolution~within 6%! of the radiative heat flux
distribution on the solid.

Since the equation of radiative transfer and the conservation
equations are coupled, they are solved iteratively. In most compu-
tations, the gas radiation routine is invoked once for every five
gas-phase iterations to update both¹•qY r in the gas-phase energy
equation and the radiative flux term in the solid energy equation.
The solid-phase equations, which are coupled to the gas-phase
system, are solved by finite-difference techniques. The steady
flame spread rate~the eigenvalue of the whole system! is deter-
mined iteratively using the bisection method to force the pyrolysis
front ~95% of the fresh fuel thickness! to occur atX50.

The computations for a given case are initialized by using a
previously converged solution of a case with similar input param-
eters. Convergence is ensured in the continuity and momentum
equations and by a steady flame spread rate. The flame is consid-
ered to be extinct when the maximum temperature in the compu-
tational domain is not in the gas phase.

The computations are carried out on a non-uniform mesh. In the
Y-direction, the grid nodes are clustered near the solid and expand
away from the surface. In theX-direction, a fine grid structure is
used in the flame stabilization region~near the flame’s leading
edge!to capture the drastic variations in the flame; the grids then
expand upstream and downstream. A fine grid structure near the
solid burnout region~the trailing edge!is also needed to resolve
the region adequately. Since the pyrolysis length is not known a
priori, an adaptive gridding scheme is used for this purpose. For
all the calculations, the grid structure is consistent near the flame
stabilization zone. The smallest grid size~0.05 thermal lengths! is
in the flame stabilization zone. The domain extends to 200/350
thermal lengths in theY-direction and 250/450 thermal lengths in
the downstreamX-direction as measured from the pyrolysis front
for mg/1g flames. The upstream extent of the domain for the 1g
case extends to 500 thermal lengths. In the calculations for self-
propagatingmg flames, the upstream extent has a prescribed
length of 10 cm, which is a dimensional constraint for the forced
opposed-flow simulation@19#. However, this length is found to be
sufficient to completely resolve all variations upstream of the
flame. We further note that the smallest length scale in this prob-
lem is the thermal length in the flame stabilization zone which is
the length scale used to non-dimensionalized the governing equa-
tions. By solving the equations non-dimensionally and by choos-
ing a grid size that is a small fraction of the thermal length, para-
metric studies on flame-solid interactions can be carried out with a
desired numerical accuracy.

For a typical case of amg flame at 21% O2 there are 119 and 59
grid nodes in theX andY-directions, respectively; in the 1g case,
there are 157 and 62 grid nodes in theX andY-directions, respec-
tively. The computational time is typically about 1 to 2 hours on a
667 MHz Compaq XP1000 workstation.

Results
The computed results will be presented in two sections. First,

microgravity self-propagating flames will be compared with nor-
mal gravity downward propagating flames. Next, the solid radia-
tion properties~a and«! will be varied independently to investi-
gate the nature of flame-solid radiation interactions in
microgravity flames.

Comparison of Normal Gravity „1g… and Microgravity
Flames„mg…. Figures 2~a!and~b! show, respectively, the struc-
tural details of a 1g downward spreading flame and amg self-
propagating flame in a quiescent ambiance of 21% O2 and one
atmospheric pressure. The radiative properties of the solid are
«51, a51 ~fully absorbing and emitting solid!. Several fuel vapor
reaction rate contours are presented. The outer most reaction rate

contour ofÃF51024 g/cm3/s is taken to represent the boundary
of the visible flame@10#. The other contours have values increas-
ing by a factor of 10 from the outside to the core of the flame. We
see some drastic differences between the 1g and themg flames.
The 1g flame is shorter~due to a much smaller pyrolysis length, to

Fig. 2 „a… Normal gravity „1g… downward spreading flame at
21% O2 , solid radiative properties of „«ÄaÄ1…, flame is repre-
sented by fuel reaction rate contours. Left half: stream func-
tions, Right half: velocity vectors with respect to flame; and „b…
microgravity „mg… self-propagating flame at 21% O 2 , solid ra-
diative properties „«ÄaÄ1…, flame is represented by fuel reac-
tion rate contours. Left half: stream functions, Right half: ve-
locity vectors with respect to flame.
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be discussed later!, narrower and the downstream tip of the flame
is closed. In comparison, themg flame is longer and much wider
along with having open tips. These computed features of the ap-
pearances of the visible flames agree well with experiments both
in normal gravity and microgravity@7#. It should be noted that the
opposed-flow model successfully captures the qualitative differ-
ences between these two flames. However, while the flame size in
normal gravity agrees well between the model and experiments,
the computed flame in microgravity is about twice as large as the
experimental one@7#. The difference is believed to be due to the
three-dimensional nature of the experiment~note the present
model is two-dimensional!. This will be discussed further later.

In addition, Fig. 2 shows stream functions plotted on the left
half of the symmetry plane and the velocity vectors on the right
half, both based on the flame-fixed coordinate system. Figure 2~a!
shows that in the downstream direction the flow is continuously
accelerated by buoyancy~at X53.5 cm, the peak velocity at the
center plane is already 1.5 m/s!. This accelerating flow entrains
the surrounding fluid towards the center, which pushes the flame
closer to the center plane and thereby closing the flame tips. In
contrast, themg flame in Fig. 2~b!has much lower relative veloci-
ties with respect to the flame. The maximum velocity is less than
5 cm/s ~note the different velocity vector scales in Figs. 2~a! and
~b!!. The streamlines become divergent downstream, which is
characteristic of flames in pure forced flows@14,15#. The lower
velocities for themg flame result in a much larger flame standoff
distance from the solid and consequently have a much smaller
flame conductive feedback to the solid fuel. This has profound
implications on the heat transfer mechanisms in flame spreading
and extinction, as discussed next.

Figures 3~a!and~b! present the heat flux distributions along the
solid for the 1g andmg flames shown in Fig. 2. The gas phase
conductive heat flux isqc and gas-radiation feedback is (qr) in .
The radiation leaving the solid, (qr)out , consists of emission from
the solid, the reflected (qr) in and the transmitted radiation from
the other side of the solid. A positive value of the heat flux indi-
cates heat gain for the solid and a negative value indicates heat
loss from the solid. The sum of (qr) in and (qr)out gives (qr)net,
the net radiative heat flux. The total net heat flux to the solid is
qnet(5qc1(qr)net). The distribution ofqc depends primarily on
the local flame stand-off distance from the solid. The conductive
heat flux,qc , has a peak near the flame leading edge~slightly
upstream of the pyrolysis front,X50) where the flame is closest
to the solid. Hereqc is substantially greater than (qr) in and is the
dominant mode of heat transfer to the solid. While conduction/
convection is always dominant in the flame attachment zones for
both flames, the flame radiation feedback to the solid can exceed
convection in both the upstream preheat zone and the downstream
pyrolysis zone for themg flame, as shown in Fig. 3~b!. We note
that the peak value ofqc for themg flame is several times smaller
than that for the 1g flame, a consequence of the larger flame
standoff distance discussed earlier~note the different scales used
in Figs. 3~a!and~b!!. In the region upstream of the flame leading
edge,qc drops sharply as heating by conduction is now against the
opposing convective flow. This effect is more prominent in the 1g
flame where the buoyancy induced opposing flow is much greater
than the flame spread rate~spread rate is the effective opposing
velocity for themg flame!. Interestingly for themg flame~inset on
the upper right corner of Fig. 3~b!!, over a certain region upstream
of the pyrolysis front (X.0) qc is negative, indicating heat con-
duction from a hotter solid to a relatively colder gas phase, due to
upstream heating by the flame radiation (qr) in . Radiation has a
much longer reach than conduction, especially in an opposed-flow
situation. The gas-phase radiation feedback, (qr) in , is the domi-
nate heat transfer mechanism to the solid fuel in the farther up-
stream regions, away from the flame leading edge. Flame radia-
tion is a significant forward heat transfer mechanism in
microgravity opposed-flow flame spread@3,9#. By contrast, al-

though Fig. 3~a!indicates some contribution of the solid radiative
loss in the solid energy balance, the contribution of the flame
radiation is very small for the 1g flame.

The spread rates for the 1g andmg flames are 1.24 cm/s and
2.02 cm/s, respectively. As discussed before, the flame-spread rate
is proportional to the forward heat transfer to the fuel. The net
heat transfer to the fuel is obtained by integrating and adding
together the contributions of the radiative heat feedback, (qr)net,
and conductive heat feedback,qc , over the fuel preheat region
~defined as the region upstream of the pyrolysis frontX50). The
contributions for the 1g flame are*(qr)netdx52.1 W/m and
* qcdx550.5 W/m and for the mg flame are *(qr)netdx
527.1 W/m and * qcdx555.3 W/m. We note that the flame
spread rate of themg flame is higher than that of the 1g flame in
proportion to the total heat feedback to the solid fuel in the pre-
heat region. The above values clearly show that the net contribu-
tion of radiation is negligible in the normal gravity flame and
conduction is the primary mode of heat transfer to the solid. We
also observe that although conductive heat flux in the normal

Fig. 3 Heat flux distribution on the solid for „a… normal gravity
downward spreading flame at 21% O 2„«ÄaÄ1…; and „b… micro-
gravity „mg… self-propagating flame at 21% O 2„«ÄaÄ1…
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gravity flame is much higher than that for themg flame, it acts
over a very small preheat region and in this particular case the
integrated net contribution of conduction is close to that for the
mg flame.

The 1g flame also has a short pyrolysis length. The inset in Fig.
3~a! shows that the solid burns out atX520.25 cm~a pyrolysis
length of 2.5 mm only!. The solid temperature in the pyrolysis
zone is nearly uniform, verified by numerous experiments, e.g.,
@23#. At the burnout point, the conductive heat flux rises sharply.
In contrast, for themg flame, the left inset in Fig. 3~b!shows that
the solid temperature in the pyrolysis zone drops continuously
towards downstream. Figure 3~b! shows that the net heat flux
becomes slightly negative for locations downstream ofX
,22.67 cm. In this region, the solid radiative loss exceeds the
heat gain from the flame. As a consequence, the solid temperature
drops and local pyrolysis rate~dependent on solid temperature!
becomes small, and therefore unburnt solid is left downstream of
the flame. Whether or not the solid will completely burnout or if
material will remain depends on a number of parameters. A more
detailed discussion on this aspect can be found in@19#.

The results shown so far assume that both« and a are unity.
Next we will show the effect of nonunity« and a ~but both are
assumed equal to each other! on flame spread rates and extinction
limits. In addition, to isolate the effects of flame radiation from
solid radiation, cases with of no gas radiation have also been
computed and compared.

Figure 4 presents the flame-spread rate as a function of«~5a!.
The dashed curves correspond to computations without the inclu-
sion of gas-phase radiation in the model and the solid curves
represent computations with gas-phase radiation included in the
model. Each of the two curves is plotted for 1g andmg and for
two different oxygen levels of 30% and 21%. For both 21% O2
and 30% O2 , flame radiation has little influence one 1g flames.
The two spread rate curves~with and without radiation! are close
to each other. The effect of varying«~5a! is also small, reflecting
the secondary role of radiation on downward flame spread in nor-
mal gravity. On the other hand, the influence of both flame and
solid radiation on microgravity~mg! flame spread is large. At
30% O2 , the mg flame spread rate increases monotonically as
«~5a! increases. This flame-spread trend reflects the dominating
role of the flame radiation feedback to the solid. This trend was
also reported by Bhattacharjee et al.@3# based on their computa-
tions on ashless filter paper at 50% O2 and an ambient pressure of

1.5 atm. Interestingly at 21% O2 , themg flame spread rate exhib-
its a nonmonotonic dependence on«~5a!. The flame spread rate
first increases to a maximum, with increasing«~5a!, and then
decreases. This nonmonotonic behavior is due to the competing
effects of heat loss by solid emission and heat gain by absorption
of the flame radiation. At even lower oxygen concentration~for
example at 15% O2 , not shown here!, themg flame spread rate
decreases monotonically with increases in«~5a! until extinction.

The effect of radiation properties of the solid on the minimum
ambient oxygen percentage capable of supporting flame spread is
shown in Fig. 5~to be referred to as LOI, limiting oxygen index!.
Again, the 1g flames show little effect of flame radiation on LOI.
There is a small decrease in LOI with decreasing«~5a!. In the 1g
regime, the flame extinguishes by the ‘blow off’ mechanism,
where the reactants do not get enough time to complete the reac-
tion @24#. In this small Damkohler number limit, the reaction heat
release per unit volume is high, therefore, the radiation influence
is minimal. The mg flames, on the other hand, are controlled
largely by radiative heat transfer and are therefore sensitive to
changes in radiative properties of the solid. Figure 5 shows that
the LOI for themg flame, both with and without flame radiation,
decreases rapidly with«~5a!. In computations without flame ra-
diation, the only loss is by emission from the solid. Decreasing
«~5a! reduces the loss, and, hence, lowers the LOI. In computa-
tions with flame radiation, there is an additional loss from the gas
phase but there is also a radiation feedback to the solid, which
increases the solid burning rate and strengthens the flame. These
two effects compete with each other. Figure 5 shows that, except
near«5a51, the heat feedback prevails, which results in a higher
LOI for the case with flame radiation considered in the model.

Comparing the 1g andmg cases in Fig. 5, we note a crossover
of the LOI curves between the two cases. When«~5a! is close to
unity, the flame in 1g is more flammable~i.e., has lower LOI!.
When«~5a! is reduced~e.g.,,0.5!, themg flame is more flam-
mable. This is aflammability limit reversalphenomenon. The pos-
sibility of flammability limit reversals between 1g andmg envi-
ronments was first suggested by T’ien@25#. Experimentally,
Honda and Ronney@26# demonstrated its existence by mixing
different inert gases with the ambient atmosphere. Here, we show
that the radiative properties of the solid can also produce a rever-
sal in flammability limit.

To compare with available experimental data, we found that it
is possible to obtain reasonable agreement on flame size, spread-
ing rates and extinction limit for normal gravity flames. We noted
that radiation only plays a minor role in normal gravity. On the

Fig. 4 Flame spread rate as a function of radiation properties
of the solid «„Äa…, in normal gravity „1g… and microgravity „mg…
environment

Fig. 5 Limiting Oxygen Index „LOI… as a function of radiation
properties of the solid «„Äa…, in 1g and mg environment
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other hand, the model predicts a higher spread rate and a large
flame size than the present available microgravity data@21,26#
within reasonable ranges of radiation parameters, kinetic constants
and fuel Lewis number. By examining the details of the model
results, we feel this discrepancy is due to the three-dimensional
nature of the experiment. The microgravity experiments were per-
formed using solid samples of widths between 3 and 5 cm. While
this is enough for a two-dimensional approximation in 1g, since
the preheating distance is short~of the order of millimeters!, this
is not enough inmg flames where the preheat distance is of the
order of 5 cm, due to flame radiation. The three-dimensional effect
is not limited to the preheat zone~which affects the spread rate!
but also affects the flame size. The longer action length of flame
radiation causes the experimentalmg flame to be three-
dimensional. The lateral radiative loss reduces the flame tempera-
ture and flame size.

Flame Radiation-Solid Interaction. We have shown that
both radiative transfer within the flame and emission by the solid
can have large effects on the flame-spread rates and the extinction
limits of mg self-propagating flames. The computed results shown
so far assume that« anda are equal. It should be noted that while
« determines the solid emission loss, the interaction between the
flame radiation and the solid is controlled bya. To enhance our
understanding of this interaction further, we now treat the total
emittance~«! and the total absorptance~a! as independent param-
eters and consider the following cases:

«51, a51: full solid emission, full solid absorption
«51, a50: full solid emission, no solid absorption
«50, a51: no solid emission, full solid absorption
«50, a50: no solid emission, no solid absorption
Although the cases«5a51 and«5a50 are the natural limit-

ing conditions for solid radiation properties, the unequal cases for
« anda ~i.e., «51, a50 and«50, a51! may appear to be unre-
alistic and deserve an explanation. Using Fourier transform infra-
red techniques~FTIR!, it has been found that the radiative absorp-
tion and emission of thin cellulose solids~i.e., the solid fuel
considered in this work! are spectral@27#. To represent the total
radiative energy emitted by the solid and the total radiative energy
from the flame that is absorbed by the solid, the total emittance~«!
and total absorptance~a! are used, as mentioned previously. These
two ‘‘total’’ quantities are the integrated values over the entire
range of wavelengths. Since incident gas radiation~which is also
spectral!originates from high temperatures while emission from
the solid occurs at lower temperatures, the solid total absorptance
~a! and the solid total emittance~«! do not have to be equal@27#.
For example, for Kimwipes«.a ~«'0.5 anda'0.25! and the
latter is estimated based on approximate flame properties@27#.
The case«51, a50 represents an extreme limit to bracket those
cases where«.a. The case«50, a51 also seems drastic for
practical materials, but it is actually a good simulation of the
radiation responseof flame spread over a liquid or a solid with a
very low vaporization temperature. Although the solid emission is
negligible, due to the low solid temperature, the solid can still
absorb flame radiation.

In addition to the four above cases, the adiabatic case~no solid
and flame radiation! and pure solid radiative loss case~with «51
and no flame radiation! are also included for comparisons. These
two are important limiting cases that have been traditionally
adopted in flame spreading models@28#.

In the adiabatic case, shown in Fig. 6, the flame spread rate
decreases with decreasing O2 slightly steeper than a linear depen-
dence. The lowest oxygen percentage computed for this case is
5%, with a flame spread rate of 0.1 cm/s. It appears that there is
no low oxygen limit~LOI! for the adiabatic case. With inclusion
of emission from the solid~«51; no flame radiation!, an LOI of
0.21 is obtained and the spread rates are much lower than the
adiabatic cases for the same O2%. Using these two cases as ref-
erence, the other four cases with flame radiation are examined.
For the «50, a50 case, all the flame radiation is lost to the

ambient but there is no radiation loss from the solid. The spread
rates are slightly lower than the adiabatic case and the LOI is 0.12.
For the«51, a50 case both the solid radiation and all the flame
radiation is lost to the ambient, which results in the lowest spread
rates and the highest LOI of 0.28. For the«51, a51 case part
~approximately one half! of the flame radiation is absorbed by the
solid. Here the spread rates are higher than those of the adiabatic
case at high O2% but lower than those of the adiabatic case at low
O2%. This crossover phenomenon will be analyzed later in more
detail. The computed LOI for this case is 0.20. Lastly, for the
«50, a51 case~no solid radiative loss but complete absorption of
the flame radiation feedback! the spread rates are always higher
than the adiabatic case and this case has a rather low LOI of 0.06.
The inset in Fig. 6 shows the four cases for 1g flames. Both solid
and flame radiation have only small influence on the spread rates
and the LOI, as expected.

The spread rate curves between the«51, a51 case and the
adiabatic case inmg show a crossover. At high oxygen concentra-
tion ~e.g., 30% O2) the spread rate for the«51, a51 case is
higher than the corresponding adiabatic case and at low oxygen
levels ~e.g., 21% O2) the spread rate is lower than that of the
adiabatic case. This crossover in spread rate trend can be under-
stood in terms of the competing effects of the solid radiation loss,
the flame radiation loss and the heat feedback to the solid. At high
oxygen levels the strong flame radiation feedback to the solid,
*(qr) indx, over shoots the drop in conduction feedback,* qcdx,
~due to a drop in the flame temperature as a result of flame radia-
tion loss to the ambient!and the solid radiative loss,*(qr)outdx.
The numerical values are shown in Table 1. The flame radiation
feedback and the conduction feedback, both being strong func-
tions of flame temperature, drop with decreases in oxygen level
whereas the solid radiative loss, which is a function of solid tem-
perature, is less sensitive to changes in oxygen concentration and
drops slowly. The result is that at low oxygen levels, the solid
radiative loss becomes dominant and thus reduces the net heat
feedback to the solid.

The heat flux distributions on the solid for the four cases inmg,
at 30% O2 and with flame radiation included are shown in Figs.
7~a,b,c,d!. The inset in the figures show the net radiation flux
vectors near the leading edge of the flame~represented by the fuel
reaction rate contour for 1024 g/cm3/s and gas phase temperature
contours!. In Fig. 7~a!, the solid is radiatively non-participating
~«5a50!. The entire flame radiation incident on the solid is re-
flected back to the gas phase ((qr) in5(qr)out). Therefore, close to

Fig. 6 Parametric study of flame solid interaction in mg self-
propagating flame. Inset shows equivalent curves for 1g flame.
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the solid the net radiative flux vectors are parallel to the solid.
Conduction from the gas phase is the only mode of heat transfer to
the solid. The net radiation flux vectors shown in the inset are
directed away from the flame towards the ambient, indicating ra-
diative heat loss to the surroundings. In Fig. 7~b!, the solid emits
radiation like a black surface but does not absorb any flame radia-
tion ~«51, a50!. Here, all of the incident gas-phase radiation,

(qr) in , on the solid is reflected back to the ambient along with
addition of the emitted solid radiation. Again, as in the previous
case, only the gas phase conduction is the source of heat gain for
the solid. The net radiation flux vectors are nearly perpendicular to
the solid, which indicates strong emission loss from the solid. A
black absorbing but non-emitting solid~«50, a51! is presented
in Fig. 7~c!. The flame radiation feedback effect is highlighted
here. The inset in the figure shows the direction of the net radia-
tive heat flux vectors, including those on the solid. The net radia-
tion flux vectors near the solid point toward the solid indicating
heat feedback to the solid by flame radiation ((qr) in5(qr)net,
(qr)out50). Note that the conductive heat flux,qc , peaks near the
flame stabilization zone but (qr) in is dominant in the regions away
from the stabilization zone, both upstream and downstream of the
flame. Figure 7~d!shows a black absorbing and emitting solid. As
shown in the inset, radiation flux vectors on the solid change their

Fig. 7 Heat flux distribution on the solid „a… „«ÄaÄ0…; „b… „«Ä1, aÄ0…; „c… „«Ä0, aÄ1…; and „d… „«Ä1, aÄ1…

Table 1 Contribution of conductive and radiative heat feed-
back to the preheat zone and solid emissive loss

O2
% * qcdx W/m *(qr) indx W/m *(qr)outdx W/m

30 Adiabatic 145.26 ¯ ¯

«51, a51 109.81 162.1 71.68
21 Adiabatic 102.05 ¯ ¯

«51, a51 55.34 92.76 65.66
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directions: pointed away from the solid in the pyrolysis zone (X
,0, a loss!and toward the solid in the preheat zone (X.0, a
gain!. In all four cases, it is seen that the net radiation flux vectors
display two-dimensional character near the flame anchor point.

Conclusions
A detailed two-dimensional flame-spreading model in opposed-

flow has been formulated and solved with emphasis on the effects
of flame radiation. The radiation transfer equation was solved us-
ing discrete ordinates methods that enabled a detailed accounting
of the interaction of flame radiation with the solid fuel. The fol-
lowing conclusions can be drawn from this study:

1. A comparison of the computed flame profiles between nor-
mal gravity downward spreading flames and microgravity self-
spreading flames show profound qualitative difference in pyroly-
sis length, flame size and shape, flow pattern and heat transfer
characteristics.

2. While its effect is negligible in normal gravity, flame radia-
tion plays a significant role in microgravity flames due to of the
reduction of convection. In self-spreading flames in microgravity,
flame radiation constitute a significant portion~in certain cases it
could be more than one half! of the total heat flux in the preheat
zone, confirming a previous finding in@3#.

3. Since the length of the preheat zone caused by flame radia-
tion can exceed 5 cm, data from currently available microgravity
experiments using sample widths of 5 cm or less are expected to
have three-dimensional effects.

4. The flame spread rate and extinction limit are sensitive to
the radiative properties of the solid fuels. With different total emit-
tance and total absorptance, there can be a reversal between the
microgravity and the normal gravity flame spread rates and ex-
tinction limits for thin solids.

5. Because solid radiation properties can be spectral, the total
emittance and total absorptance do not have to be equal to each
other and varying them independently can produce a drastic varia-
tion of radiative interaction between the flame and the solid. In the
case of a high absorbing and low emitting solid~or liquid!, the
flame-spread rate can exceed the spread rate predicted by an adia-
batic flame.
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Nomenclature

As 5 nondimensional solid phase pre-exponential factor
(As5Ās /V̄F)

Ās 5 solid phase pre-exponential factor (3.83105 m/s)
Bo 5 Boltzmann number (5r* cP* ŪR /(sT̄`

3 ))
B̄g 5 gas-phase pre-exponential factor

(1.583109 m3/kg/s)
C 5 correction factor

cP 5 nondimensional gas-phase specific heat (5 c̄P /cP* )
cs 5 nondimensional solid-fuel specific heat (5 c̄s /cP* )
c̄s 5 solid-phase specific heat~1.386 kJ/kg/K!
cP* 5 reference gas-phase specific heat~1.386 kJ/kg/K!
Di 5 diffusion coefficient of speciesi
Da 5 Damkohler number (5a* r* B̄g /ŪR

2)
Eg 5 nondimensional gas-phase activation energy

(5Ēg /Ru /T̄`545.3)
Ēg 5 gas-phase activation energy

(11.303104 kJ/kg mol)
Es 5 nondimensional solid-phase activation energy

(5Ēs /Ru /T̄`550.3)

Ēs 5 solid-phase activation energy
(12.563104 kJ/kg mol)

f i 5 stoichiometric mass ratio of speciesi/fuel
G 5 nondimensional incident radiation (5Ḡ/(sT̄`

4 ))
hi 5 nondimensional enthalpy of species i (hi5(h̄i

0

1*
T̄05298 K

T̄
c̄PidT̄)/(cP* T̄`))

h̄i
0 5 enthalpy of formation of species i~gives heat of

combustion,( i 51
N Ã̄ i h̄i

0/(cP* T̄`)5240.4)
hs 5 nondimensional solid fuel thickness (5h̄s /L̄R)

I 5 nondimensional radiative intensity (5 Ī /(sT̄`
4 ))

K̄P 5 Planck mean absorption coefficient
KP 5 nondimensional Planck mean absorption coeffi-

cient (5K̄PL̄R)
K 5 mean absorption coefficient (5CKp)

L̄R 5 reference length~thermal length,a* /ŪR)
L 5 nondimensional latent heat of solid (5L̄/ c̄s /T̄`)
L̄ 5 dimensional latent heat of solid~2754 kJ/kg!

Lei 5 Lewis number of speciesi (LeF51, LeO251.11,
LeCO251.39, LeH2O50.83, LeN251)

P̄` 5 reference pressure
P̄T 5 ambient pressure
P̄i 5 dimensional partial pressure (5Xi P̄T)
Pi 5 nondimensional partial pressure (P̄i / P̄`)
ṁ9 5 nondimensional mass flux from solid

(5m̄̇/r* /ŪR)
n 5 outward normal to the wall

qc 5 conductive heat flux
qY r 5 radiative heat flux vector

qr
x1 , qr

x2 5 positive/negative components ofqY r along x
qr

y1 , qr
y2 5 positive/negative components ofqY r along y
qr

x 5 net radiative heat flux inx-direction
qr

y 5 net radiative heat flux iny-direction
Ru 5 universal gas constant
T 5 nondimensional gas temperature (5T̄/T̄`)

TL 5 nondimensional temperature at whichL is given
(5T̄L /T̄`51)

Ts 5 nondimensional solid temperature (5T̄s /T̄`)
T̄` 5 ambient temperature~300 K!

ŪR 5 reference velocity (5ŪB(x,y)1V̄F)
ŪB 5 reference buoyant velocity

u 5 nondimensional velocity along x (5ū/ŪR)
v 5 nondimensional velocity along y (5 v̄/ŪR)

V̄F 5 flame spread rate
Xi 5 molar fraction of speciesi
Yi 5 mass fraction of speciesi
a* 5 reference thermal diffusivity (2.1331024 m2/s)
a 5 solid total absorptance
« 5 solid total emittance
k 5 nondimensional gas thermal conductivity

(5k̄/k* )
k* 5 reference gas thermal conductivity

(8.0831022 J/m/s/K)
h 5 direction cosine iny-direction
r 5 nondimensional gas density (5 r̄/r* )

rs 5 nondimensional solid density (5 r̄s /r* )
r̄s 5 dimensional solid density~236 kg/m3!
r* 5 reference gas density (2.7531021 kg/m3)
s 5 Stefan-Boltzmann constant

(5.6731028 W/m2/K4)
t 5 nondimensional fresh fuel half thickness

(t5 t̄/L̄R)
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t̄ 5 fuel half thickness (3.831025 m)
j 5 direction cosine in x-direction

V 5 ordinate direction~j,h!
Ã i 5 source or sink term for speciesi (5 f iÃF)
ÃF 5 nondimensional fuel source term

Subscript

b 5 black body
F 5 flame or fuel
i 5 speciesi

min 5 minimum
max 5 maximum

R 5 reference
s 5 solid phase

w 5 value at wall
x 5 along thex, or derivative with respect tox
y 5 along they, or derivative with respect toy
` 5 value at far field

Superscript

x 5 along thex, or derivative with respect tox
y 5 along they, or derivative with respect toy
* 5 evaluated atT* ~1250 K!
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Reverse Monte Carlo Method for
Transient Radiative Transfer in
Participating Media
The Monte Carlo (MC) method has been widely used to solve radiative transfer problems
due to its flexibility and simplicity in simulating the energy transport process in arbitrary
geometries with complex boundary conditions. However, the major drawback of the con-
ventional (or forward) Monte Carlo method is the long computational time for converged
solution. Reverse or backward Monte Carlo (RMC) is considered as an alternative ap-
proach when solutions are only needed at certain locations and time. The reverse algo-
rithm is similar to the conventional method, except that the energy bundle (photon en-
semble) is tracked in a time-reversal manner. Its migration is recorded from the detector
into the participating medium, rather than from the source to the detector as in the
conventional MC. There is no need to keep track of the bundles that do not reach a
particular detector. Thus, RMC method takes up much less computation time than the
conventional MC method. On the other hand, RMC will generate less information about
the transport process as only the information at the specified locations, e.g., detectors, is
obtained. In the situation where detailed information of radiative transport across the
media is needed the RMC may not be appropriate. RMC algorithm is most suitable for
diagnostic applications where inverse analysis is required, e.g., optical imaging and re-
mote sensing. In this study, the development of a reverse Monte Carlo method for tran-
sient radiative transfer is presented. The results of non-emitting, absorbing, and aniso-
tropically scattering media subjected to an ultra short light pulse irradiation are
compared with the forward Monte Carlo and discrete ordinates methods results.
@DOI: 10.1115/1.1773587#

Keywords: Heat Transfer, Nonintrusive Diagnostics, Numerical Methods, Radiation,
Transient

Introduction
Recent research on the propagation of ultra-short light pulse

inside the absorbing and scattering media has lead to some inter-
esting applications in the area of material properties diagnostics,
optical imaging, remote sensing, etc. The time scales of such pro-
cesses are usually on the order of 10212 to 10215 seconds. In the
case of remote sensing using a short light pulse, the pulse width
can be in the order of 1029 seconds. The corresponding spatial
and temporal variations of radiation intensity in these processes
are comparable. Therefore, the consideration of the transient term
in the radiation transport equation is necessary. The simulation of
transient radiation process is more complex than that in the steady
state due to the hyperbolic wave equation coupled with the in-
scattering integral term. Several numerical strategies have been
developed, which include discrete ordinate method@1,2#, finite
volume method@3,4#, integral equation models@5–7#, and Monte
Carlo method@8,9#.

The Monte Carlo method is a numerical technique of solving
various scientific and engineering problems by the simulation of
random variables. Monte Carlo is one of the most versatile and
widely used numerical methods, very suitable for solving multi-
dimensional problems, especially when deterministic solutions are
difficulty to obtain. Monte Carlo simulations have consumed a
significant fraction of high performance computing time. With the
advancement of the low-cost Beowulf cluster@10# and inherently
high parallel efficiency of the Monte Carlo method@11,12#, its
usage will only grow over time.

However, the Monte Carlo method can be computationally very

time consuming due to its root-mean-square error being limited by
the number of sampling in the form ofO(N20.5), in which N is
the sampling number. That is why much of the effort in Monte
Carlo development has been in construction of variance reduction
methods that speed up the computation. The other approach,
which has shown promising results, is the utilization of determin-
istic number sequences instead of random numbers for integration
@13#—this belongs to the so-called quasi-Monte Carlo~QMC!
method@14,15#. In theory, theuppererror bound of QMC is pro-
portional toO(N21(log N)D), whereD is the dimension of inte-
gration or the number of deterministic number sequence. In prac-
tice, depending on the quality of the number sequences and the
nature of the problem, the error bound is typically between
O(N20.5) to O(N21) @16# and special arrangements of the deter-
ministic number sequences are frequently needed@17#.

In the case of detecting radiation signals at some selected posi-
tions and/or given time intervals, the reverse Monte Carlo~RMC!
method becomes very advantageous. Since computational results
in the whole spatial and temporal domains are not always neces-
sary, either MC or QMC becomes unnecessarily inefficient. The
RMC method is based on the reciprocity principle in radiative
transfer theory@18#. The RMC algorithm is similar to the conven-
tional method, except that the energy or photon bundle is tracked
in a time-reversal manner. Its migration is recorded from the de-
tector into the participating medium, rather than from the source
to the detector as in the conventional MC method. There is no
need to keep track of the bundles that do not reach a particular
detector. Thus, the RMC method takes up much less computation
time than the conventional MC method. On the other hand, one
should always note that the RMC method will generate far less
information than the corresponding MC method.

Collins et al.@19# reported the earliest work on RMC relevant
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to radiation transfer calculations. Adams and Kattawar@20#
adopted the same concept of Collins, et al. in their study of
spherical shell atmospheric radiation. They also provided justifi-
cations of RMC, which will be expanded in this study. In a series
of rocket plume base heating calculations by Nelson@21#, the
RMC method was also found to be a practical tool to include
various effects, e.g., spectral properties and scattering. To provide
a more rigorous theoretical foundation to the RMC method,
Walters and Buckius@22# utilized the reciprocity relations devel-
oped by Case@18#. Recently, Modest@23# used their results and
applied to singular light source problems. The only RMC treat-
ments for transient radiation processes reported so far, to the best
of the authors’ knowledge, are by Wu and Wu@7# and Andersson-
Engels et al.@24#. However, the details of the RMC algorithm
were not given in either paper and the RMC results of the latter
work were inconsistent. This study will present a detailed and
validated RMC method to simulate transient radiation process,
particularly for light pulse propagation within scattering media,
with validated solutions. The utilization of a Beowulf cluster for
simulation demonstrates the RMC method has the potential for
real time inverse analysis. Although only one-dimensional geom-
etry is considered in this study, the algorithm can be readily ex-
tended to treat nonhomogeneous media and multi-dimensional ge-
ometry. The nonhomogeneous media problem was considered in a
follow-up study@25,26#.

Transient Radiation Transport
Consider a one-dimensional slab containing an absorbing and

scattering medium, the radiative transfer equation~RTE! in a
given directionŝ is @27#:

]I ~ r̂ ,ŝ,t !

c]t
1

]I ~ r̂ ,ŝ,t !

]s
52k~ r̂ !I ~ r̂ ,ŝ,t !

1
s~ r̂ !

4p E
V854p

I ~ r̂ ,ŝ8,t !F~ ŝ8,ŝ!dV8

(1)

wherek ands are the extinction coefficient and scattering coef-
ficient, respectively,c the speed of light in the medium,ŝ the light
propagation direction, andF( ŝ8,ŝ) the scattering phase function.
The medium is assumed to be cold and gray.

The geometry of a collimated pulsed irradiation on the top sur-
face of the slab medium is shown in Fig. 1.I ( ŝo ,t) is the colli-
mated irradiation intensity in directionŝo . I o is the intensity leav-
ing the wall toward the medium andI i the intensity coming from
the medium toward the wall. It is convenient to use a concept
similar to Olfe’s@28# modified differential approximation by split-
ting the intensity into two components: one contributed by inci-
dent radiation and the other by medium emission and scattering.
The former can be solved exactly with the boundary condition
containing singular emission source and the latter by various nu-
merical schemes. The approach has successfully treated various
radiative transport problems, e.g., Liou and Wu@29# and Raman-

kutty and Crosbie@30,31#. With the time-dependent, incident col-
limated irradiation, e.g., a light pulse, one can separate the inten-
sity into two parts

I ~x,ŝ,t !5I c~x,ŝ,t !1I d~x,ŝ,t ! (2)

In this equation,I c is the attenuated intensity of the collimated
beam, andI d is the diffuse intensity, which is the in-scattered
radiation into directionŝ. Substitution of Eq.~2! into Eq. ~1! and
normalizing the terms give the dimensionless RTE,

]I d~z* ,ŝ,t* !

]t*
1m

]I d~z* ,ŝ,t* !

]z*
1I d~z* ,ŝ,t* !

5
v

4p E
4p

F~ ŝ8,ŝ!I d~z* ,ŝ8,t* !dV81S~z* ,ŝ,t* ! (3)

where t* 5kct and z* 5kz. In the above equation, the out-
scattered radiation source formed from the collimated irradiation
contributes to the source term and is described by

S~z* ,ŝ,t* !5
v

4p E
4p

F~ ŝ8,ŝ!I c~z* ,ŝ8,t* !dV8 (4)

whereI c(z* ,ŝ,t* ) is obtained by solving the RTE governing the
attenuation of the collimated beam. In the case of a collimated
beam in thez-direction the solution is

I c~z* ,ŝ,t* !5I oe2z* @H~ t* 2z* !2H~ t* 2tp* 2z* !#d~ ŝ2 ŝo!
(5)

with tp* 5kctp and tp is the pulse width,d the Dirac delta distri-
bution, andH the Heaviside step function. Equation~4! becomes

S~z* ,ŝ,t* !5
v

4p
I oe2z* @H~ t* 2z* !2H~ t* 2tp* 2z* !#F~ ŝo ,ŝ!

(6)

F( ŝ8,ŝ)511amm8 wherem is the direction cosine ofŝ. If the
medium is isotropically scattering, thena50. The collimated
source function is then equivalent to the isotropic blackbody emis-
sion term. However, it is a time-dependent ‘‘emission’’ term.

Reverse Monte Carlo Method
In this section, the rationale and advantage of using the RMC

method, in comparison of using the conventional Monte Carlo, are
first demonstrated with a steady-state radiation source example. It
is then followed by a discussion of the validity of RMC method
based on the reciprocity principle developed by Case@18#. A sub-
section on detailed description of RMC algorithm is given at the
end.

Figure 2 demonstrates the geometry of the intensity received at

Fig. 1 Geometry of the collimated irradiation

Fig. 2 Geometry of integrated intensity received at the
detector
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the detector from a collimated source. For simplicity, consider the
collimated irradiation, which spans fromr 50 to r 5`, to be a
steady-state source. Consideration of transient sources in this ge-
ometry will have no effect on the discussion below of comparing
the MC and RMC integrations. The collimated source irradiates
normally on a semi-infinite, absorbing, and scattering medium.
The detector is located at origin,O, and assumed to be of point
size. The source is attenuated in the medium and, in particular, the
source at a cylindrical coordinate position (r ,z) shown in the
figure is considered. The problem can be treated as axisymmetric
with respect to ther 50 axis.

Integrating the steady-state RTE within the isotropic scattering
and non-emitting medium, the intensity at any positionz, includ-
ing z50, can be found as

I ~z,ŝ!5I ~0,ŝ!e2kz1
k

4p E
0

`E
4p

I ~z8,ŝ!e2k~z2z8!dVsdz8

(7)

If only singly scattered photons are considered, that is, the colli-
mated intensity being attenuated at positionz8 and then scattered
to the detector, then theI (z8,ŝ) inside the integral will be the

attenuated collimated intensity, i.e.,I o(r ,f)e2kz8. The intensity at
the detector,I (z50,ŝ), does not include the direct contribution
from the collimated source in directionŝo , i.e., the first term on
the right hand side of Eq.~7!. The integrated intensity over the
incoming ~lower! hemisphere at the detector can then be ex-
pressed as

G~0!5
k

4p E
0

`E
2p

I o~r ,f!e2kz8e2krdVddz8 (8)

It should be pointed out that thedVs in Eq. ~7! is the solid angle
from all in-scattered directions anddVd in Eq. ~8! is the solid
angle viewed from the detector to positionz8. The G(0) repre-
sents the signal received at the detector. From Fig. 2,

dVd5
dr~rdf!cosu

r2
(9)

Substitute into Eq.~8!,

G~0!5
k

4p E
0

`E
0

2pE
0

` I o~r ,f!e2kz8e2kr cosu

r2
rdrdfdz8

(10)

Converting the (r ,f,z) coordinates into spherical coordinates of
~r,f,u! with r 5r sinu, z5r cosu, and the Jacobian of the trans-
formation, Eq.~10! becomes

G~0!5
k

4p E
0

`E
0

2pE
0

p/2

I o~r ,f!e2kr cosue2kr

3sinu cosududfdr (11)

Equation~10! is the equivalent of Monte Carlo integration and Eq.
~11! is the counter part of RMC integration. Two problems are
immediately observed in Eq.~10!: First, a truncation ofr has to be
determined, because ifr is too large then sampling in some re-
gions may not contribute much to the detector signal. Second, the
r2 in the denominator causes large statistical oscillation in the
results for smallr. By considering the same problem with the
view point from the detector in Eq.~11!, both of these problems
are eliminated. It should be noted that the determination of radia-
tive flux at the detector could be similarly obtained, although the
sampling of the bundle direction will be different due to a differ-
ent, cumulative distribution function.

Case@18# derived a fundamental identity that was based on the
RTE. From that identity, the reciprocity principle used in this
study is simply a special case. Implicitly assumed in the principle

is F( ŝ8,ŝ)5F(2 ŝ,2 ŝ8), i.e., the scattering phase function has
time reflection symmetry. The most basic reciprocity principle
states that

I ~ r̂ 1 ,2 ŝ1 ; r̂ 2 ,ŝ2!5I ~ r̂ 2 ,2 ŝ2 ; r̂ 1 ,ŝ1!

That is, the intensity atr̂ 1 and direction2 ŝ1 due to the point
source atr̂ 2 in the directionŝ2 equals to the intensity atr̂ 2 and
direction 2 ŝ2 due to the point source atr̂ 1 in the directionŝ1 .
Several other reciprocity relations can be obtained from this. In
the sense of Monte Carlo simulation, the bundles~photons!that
finally reached the detector can be backtracked in both temporal
and spatial manner.

As the bundle travels from the detector position back into the
medium, the diffuse intensity caused by the collimated source~Eq.
6! must be integrated along the path length encountered by the
bundle

I d~z* ,ŝ,t* !5E
0

l*
S~z* ,ŝ,t* !exp~2k l * 8!dl* 8 (12)

In a steady-state source problem, the backtracking bundle will
encounter the source at a certain path length. Otherwise,I d is
zero. In ultra-short light pulse propagation or transient problem,
since both the bundle and source are moving in temporal and
spatial space, the determination of when and where the bundle and
source will meet needs to be considered carefully. With such in-
formation, the lower and upper bounds of the above integration
can be found. The consideration can be greatly simplified by not-
ing thatdt5ds/c, i.e., the space and time are not two independent
variables, and using the Lagrangian view point for bundle move-
ment. The consideration is similar to that in the discussion leading
to the ‘‘domain of influence’’ described in Tan and Hsu@5#. A
detailed analysis and discussion how this determination can be
carried out are given below.

RMC Algorithm.

1. AssumeN bundles arrive at the detector. Start the first
bundle and pick a backtracking direction and timet1 , which
is the bundle arrival time at the detector. The direction can
be uniformly distributed to minimize the fluctuation in the
result. The direction is decided by the cumulative distribu-
tion functions ofu andf that are, in turns, dependent on the
radiation information needed at the detector, e.g., integrated
intensity or heat flux over a finite solid angle.

2. Pick a path length (l k) based onk, the extinction coefficient.
3. At the end of the path length, check the new~and earlier!

time t2 (5t12 l k /c) to see if it is still greater than 0 and if
the pulse, also att2 , would have encountered the bundle. If
so, integrate the collimated source according to Eq.~12!.
The integration limits are determined by the following pro-
cedure. Since the pulse has a certain temporal widthtp that
spans over a finite spatial distancectp , it is necessary to
check how the bundle at the earlier timet2 and positionz2
would have intersected with the pulse, whose leading edge
was at positionzp25ct2 . There are three possible scenarios,
which are depicted in Fig. 3~a!and discussed below in de-
tail. Note that in Fig. 3~a!the three path lengthsoa,ob, and
oc are equal to the pulse travel distance (zp12zp2). The two
other path lengths,o8a ando8c, are also equal to the pulse
travel distance but are not drawn to the scale.

~a! (zp22ctp)<z2<zp2—the bundle lands inside the pulse.
The upper limit of the source integration~Eq. 12! is zU
5z2 . As for the lower limit of the integrationzL , there are
two possibilities:

~1! (zp12ctp)<z1<zp1 : the point that the bundle and
pulse would meet at a time aftert2 is also inside the
pulse, thenzL5z1 . Note thatzp15ct1 is the position of
the pulse’s leading edge at timet1 . The backtracking
bundle’s path is shown in Fig. 3~a! as line o8a.
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~2! (zp12ctp).z1 : the point that the bundle and pulse
would meet at a time aftert2 is betweenz1 and z2 .
Also the intersection point must be at the trailing edge
of the pulse. The backtracking bundle’s path is shown
in Fig. 3~a! as line oa. Since the bundle and pulse
travel distances are the same,

z12zL

2m
5c~t12tp!2zL

Thus,

zL5
mc~t12tp!1z1

11m
(13)

wherem is the direction cosine of the path fromz1 to
z2 . The derivation of Eq.~13! can be easily obtained
with the aid of Fig. 3~b!.
Go to step 4.

~b! z2,(zp22ctp)—the pulse would not have met the bundle.
That is, the bundle was lagging behind the pulse and their
path lengths would never intersect. Go to step 4.

~c! z2.zp2—the pulse would have met and moved across the
backtracking bundle while traveling fromzp2 to zp1 . The
paths of bundle and pulse intersected at two positions. The
first or earlier intersection position is the upper limit of the
source integration,zU , which must be betweenz1 and z2
and is also at the leading edge of the pulse,

zU5
mct11z1

11m
(14)

Similar to Eq.~13!, a diagram like Fig. 3~b! can be drawn to
prove Eq.~14!. As for the second or later intersection posi-
tion, i.e.,the lower limit of the source integrationzL , there
are also two possibilities:

~1! (zp12ctp)<z1<zp1 : the later intersection position at a
time aftert2 is inside the pulse, thenzL5z1 . The back-
tracking bundle’s path is shown in Fig. 3~a! as lineo8c.

~2! (zp12ctp).z1 : the later intersection position at a time
after t2 is betweenz1 and z2 . This intersection point
must be at the trailing edge of the pulse. The backtrack-
ing bundle’s path is shown in Fig. 3~a! as lineoc. Fol-
lowing the same procedure in obtaining Eq.~13!, the
lower integration limit is

zL5
mc~t12tp!1z1

11m
(15)

Also in this case, since the bundle and pulse would have
never met at any time earlier thant2 , terminate the
bundle backtracking, go to step 1, and start a new bundle
from the detector;

4. At the end of path length, calculate the absorption decay and
determine whether the bundle is absorbed or scattered from
the albedo. If scattered, pick a new direction based on phase
function and return to step 2. If absorbed, go to next step;

5. Go to step 1 for a new bundle and complete the tally of allN
bundles.

For a nonhomogeneous medium, step 2 needs to be modified to
consider the variation of radiation properties in the path length.
Walter and Buckius@22# suggested that absorption suppression
can be used to determine the path length, based on the scattering
coefficient, to speed up the calculation, as shown by Modest@23#.
If this approach was used, then step 4 will not be needed. The
nonhomogeneous media treatment and absorption suppression are
considered in authors’ follow-up work@25,26#. In the case of
multi-dimensional geometry, the algorithm remains the same. The
only difference is the bundle’s travel position has to be considered
in the corresponding coordinate system. In one-dimensional slabs,
only a z-coordinate is needed. In the case of nonhomogeneous
media, additional consideration of volume to volume variation of
properties in the source path length integration has to be treated.

An important advantage of the above RMC method is that it
can provide the solution at a specific time or over a time interval.
It is unlike other solution methods or MC method that the com-
plete time history fromt50 to any time of interest has to be
computed. The information over specific time interval is of inter-
est to time-gated measurements. This particular advantage of the
RMC method further reduces the amount of computation and may
have the potential of being used in the real-time signal processing
and inverse analysis for optical image re-construction and remote
sensing.

Results and Discussion
The parallel computer architecture used in this study is simply a

collection of computers with commodity processors and parts. The
coding is based on the Single Program Multiple Data model and
uses the Message Passing Interface~MPI! library @32,33#. The
system consists of one master or root node and many slave or
compute nodes. The communication among nodes, in this case, is
through a private, channel-bonded FastEthernet. A 48-node IBM
Linux cluster was used in this study. This system can be extended
to 96 processors with dual processors in each node. Currently,
except the head node, only one processor is installed in each of
the compute nodes. Each compute node is an IBM3330 x-Series
with a Pentium III 866 MHz processor and 512 MB SDRAM. The

Fig. 3 „a… Three possible scenarios that a backtracking bun-
dle’s path would have positioned relative to the pulse at a time
t 2 . The end points a, b, and c corresponds to the cases „a…, „b…,
and „c…, respectively, described in the algorithm section step 3;
„b… The relation of backtracking bundle path length, i.e., case
„a…-part„2…, and pulse’s travel distance from t 2 to t 1 . The path
length of „z1ÀzL…Õ„Àm… equals the pulse travel distance at the
same time interval. The equality leads to the determination of
zL . In this case zU is z2 .
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total system memory space is 24 GB. Detailed hardware and soft-
ware configuration information is given in the website at http://
olin.fit.edu/beowulf/.

The geometry solved in this paper is a one-dimensional slab,
with radiation signal solved on the opposite side of the source. As
a first test of the RMC algorithm used in this study, it is used to
solve a slab medium oft510 and large scattering albedo 0.998
subjected to a collimated pulse irradiation@9#. The incident pulse
width tp* 51 is modeled by two consecutive Heaviside unit step
functions at the boundaryz50 and the normalized collimated
intensity is equal to 1. The solution improves as the standard
deviation is reduced from 5 percent, 2 percent, to 0.5 percent~Fig.
4!. The 5 percent curve shows moderate statistical oscillations and
0.5 percent curve is very smooth. The temporal transmittance
curve is consistent with those reported by our earlier work.

Many existing numerical schemes to simulate transient radia-
tive transport simply fail to resolve the wave front correctly, e.g.,
Mitra et al.@34#, leading to incorrect propagation speed. A part of
the rigorous tests of transient radiation transfer numerical
schemes, including Monte Carlo algorithms, is to demonstrate the
capability of wave front resolution. Figure 5 depicts the excellent
agreement between the RMC method and DOM, as well as the
sharp collimated pulse front in this regard. The medium has unit
optical thickness and isotropic scattering with albedo being equal
to 0.9. The DOM solution was validated with our prior integral
equation and Monte Carlo solutions.

To further verify the RMC algorithm, the simulations of for-
ward anisotropically, isotropically, and backward anisotropically
scattering media are compared with the discrete ordinates method
with which accurate transient solutions were obtained@1#. Com-
parison with a forward Monte Carlo method@33# is also made on
the same plot~Fig. 5!. A 5 percent RMC solution takes about 12
seconds using MPI parallel library on 10 nodes of the aforemen-
tioned Beowulf cluster. It takes about two hours by the Monte
Carlo method using a serial code on a 633 MHz 21164A Alpha
processor workstation@9#. The run time is shorter if the albedo is
smaller. It should be emphasized that the typical application of
RMC solution of pulse propagation may be over a time interval,
not from t50 to a given time. As previously discussed, RMC is
suitable for problems with radiation information needed only at
limited locations and time. It is not a replacement for the conven-
tional Monte Carlo method in other situations. Therefore, a direct
comparison of computational time between MC and RMC was not
made.

Figure 6 shows good agreement between the MC and RMC
solutions and somewhat small difference with the discrete ordi-

nates solutions in three cases of linear anisotropic scattering me-
dia. In this figure the difference between MC and RMC solutions
can hardly be seen. The temporal transmittance curves of three
different cases are shown. The number of energy bundles used in
the simulation at different time step varies from 105 to 23105 by
setting the standard deviation of the solution to be 5 percent and it
takes about 12 seconds to finish. It takes 47 seconds by setting
standard deviation at 2 percent with the bundle number varying
from 105 to 1.63106. In comparison, the number of bundles used
by Monte Carlo is 23107 and the total number of bundles by the
RMC method is about an order of magnitude larger with 2 percent
standard deviation. It is noted that the results by Monte Carlo
method with this bundle number still show a large degree of os-
cillation @9#. This indicates more energy bundles need to be used
in the MC simulation to reduce the statistical oscillations at long
time @25#. Setting the standard deviation to be 0.5 percent, the
RMC solution become much smoother and the corresponding
bundle numbers vary from 3.23106 to 1.283107. The total com-
putational time is 11 minutes using 10 nodes with 0.5 percent
standard deviation setting.

Figure 7 shows the variation of the bundle number used in each
time instant and for three different phase functions. The result is
based on the 2 percent standard deviation setting. A similar trend
is found in other standard deviation settings. First, the bundle

Fig. 4 The convergence of solutions with different variance.
The medium has an isotropic scattering phase function, scat-
tering albedo Ä0.998, and optical thickness Ä10.

Fig. 5 Wave front resolution of the RMC method

Fig. 6 Comparison of RMC, MC, and Discrete Ordinates
Method solutions for isotropic scattering slab with a collimated
pulse irradiation
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number decreases as the transmittance signal reaches its peak.
Then, the bundle number increases as the transmittance signals
gradually levels off. Secondly, fort* .30, i.e., after the pulse
passes the medium, the bundle number used is higher for forward
scattering medium and lower for backward scattering medium. In
the backward scattering medium, the bundles tend to stay inside
the medium longer, and the chance to encounter a pulse is thus
higher. This leads to quicker convergence with fewer number of
bundles used. The behavior of bundle movement is similarly de-
scribed in our earlier work on the DOM@1#. At any givent* , the
appropriate amount of energy bundles used to meet the standard
deviation setting indicates that the RMC method is very efficient
in controlling the number of bundles needed for simulation.

A series of tests of the proposed RMC algorithm shows that it
can provide accurate simulations at given locations or time with
significant reduction in computational time when compared to the
traditional MC method. The RMC method will be used to com-
pare pulsed laser measurements of three-dimensional scattering
media in a follow-up publication.

In transient problems, one of the forward Monte Carlo methods
can carry out the time stepping of the simulation of all theN
bundles simultaneously at a given time step@9#. While this ap-
proach consumes very large amount of memory, it can achieve
good parallel efficiency. A different approach is to trace the bundle
one at a time and record the time history accordingly@12#. This
second approach does not perform time marching for all bundles
simultaneously, but rather it ‘‘assembles’’ the temporal informa-
tion of all bundles at the end. In this way, the memory requirement
is not an issue, but it can not provide the variance of the simula-
tions during the calculation. It should be pointed out that the
coarse grain parallelism is retained in all of the above MC and
RMC algorithms. As far as the requirements of reducing memory
usage and obtaining solution variance during the calculation, the
reverse Monte Carlo algorithm is more suitable.

Conclusions
The RMC simulations are conducted for transient radiative

transfer process within absorbing, scattering, and non-emitting
participating media. Details about the RMC algorithm are devel-
oped and discussed. The solutions are validated with existing so-
lutions obtained by Monte Carlo and discrete ordinates methods.
The RMC method was shown to be a very effective way to reduce
the long computational time and memory requirements compared
to the Monte Carlo method when only certain spatial and temporal
domain information is needed. This method provides a computa-

tionally efficient scheme for remote sensing and optical imaging
inverse analysis. It is possible to apply the method in real-time
applications because of the small amount of time used in a cluster
system.
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Nomenclature

a 5 linear anisotropic scattering phase function coefficient
c 5 propagation speed of radiation transport in the me-

dium, m/s
D 5 dimension of integral
G 5 integrated intensity, W/m2

I 5 radiation intensity, W/m2 sr
I o 5 radiation intensity at boundaryz50, W/m2 sr
L 5 total slab thickness, m
N 5 number of samplings or energy bundles
r 5 radial coordinate, m
r̂ 5 position vector of a location (x,y,z) in space
s 5 geometric path length, m
ŝ 5 unit vector along a given direction
t 5 time, s

tp* 5 pulse parameter,cktp
z 5 coordinate, m

Greek Symbols

F 5 scattering phase function
f 5 azimuthal angle
k 5 extinction coefficient, m21

m 5 direction cosine inz-direction
u 5 polar angle
r 5 distance, m
s 5 scattering coefficient, m21

t 5 optical thickness of the one-dimensional slab me-
dium, kL

V 5 solid angle, sr
v 5 scattering albedo,s/k

Superscripts

8 5 dummy variables
* 5 normalized variables
∧ 5 vector

Subscripts

c 5 collimated or direct attenuation component
d 5 detector location
L 5 lower limit of source integration
o 5 collimated pulse direction
p 5 pulse
s 5 multiply scattered or diffuse component; in-scattering

direction
U 5 upper limit of source integration
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A Two-Temperature Model for the
Analysis of Passive Thermal
Control Systems
Passive control of steady and unsteady thermal loads using effective thermal conductivity
enhancers, such as metal foams, internal fins and metal filler particles, is being explored
for a variety of electronics applications. The interstices are filled with air, phase change
materials, or other fluids. Local thermal equilibrium between the solid filler and the
matrix is not ensured in such systems since their thermal diffusivities are frequently very
different. The use of a single volume-averaged energy equation for both the phases cannot
be justified in such situations. A two-medium approach is used in the present work to
account for the local thermal non-equilibrium. Separate energy equations are written for
the solid and fluid respectively, and are closed using a steady-state interphase heat trans-
fer coefficient between the two phases. A general momentum equation which includes the
Brinkman-Forchheimer extension to Darcy flow is employed. The resulting equations are
solved implicitly using a fully transient method on fixed orthogonal co-located finite
volumes. Unsteady natural convection in a metal-foam filled cavity is computed. The
influence of various parameters such as the ratios of solid-to-fluid thermal conductivities
and heat capacities, Rayleigh number, Prandtl number and Darcy number on the thermal
and flow fields is investigated. The results illustrate that local thermal equilibrium is not
assured, either during the transient or at steady state for the range of parameters
considered. Furthermore, even if the steady-state solid-to-fluid temperature differences
are small, large temperature differences are seen during the unsteady response.
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Introduction
Thermal management of electronics is becoming increasingly

challenging as chip-level heat fluxes increase at a rapid rate. Cool-
ing can be achieved either by using conventional techniques that
utilize active components like fans, or with passive techniques
such as phase change thermal storage units and heat pipes. In
many emerging cooling designs, thermal conductivity enhancers
such as metallic foams, internal fins and metallic particles are
used. The interstices contain either fluid or air. In thermal energy
storage applications, for example, phase change materials~PCMs!
are used. These materials are particularly attractive for transient
applications where the heat generation experiences frequent short
spikes in its magnitude. In addition to a high latent heat of melt-
ing, phase change materials used in electronics cooling must have
high thermal diffusivity to quickly conduct away the dissipated
heat into the bulk of the PCM. Though typical PCMs in popular
use~e.g., paraffins!have very high latent heats of melting~order
of 105 J/kg or more! @1# and isobaric specific heat capacities~or-
der of 1000 J/kg K or more! @1#, they suffer from very low thermal
conductivities~order of 1 W/mK or less!. Further discussion of the
characteristics of solid/liquid and liquid/vapor PCMs is available
in @2,3#. It is therefore necessary to increase the effective thermal
conductivity of the PCM through the use of internal fins, foams or
filler particles. In high power electronics applications, metal
foams with high porosity have been proposed to provide increased
surface area for passive single-phase heat transfer.

In general, metal foams are mathematically modeled using the
technique of volume-averaging owing to the complexity involved
in modeling the metal foam and saturating fluid separately. Hunt

and Tien@4# explored forced convection in metal foams saturated
with water. They studied the effects of thermal dispersion on
forced convection using a single energy equation assuming a local
thermal equilibrium between the metal foam and fluid phase.

Amiri and Vafai @5,6# used a semi-heuristic model to account
for local thermal nonequilibrium for steady and transient forced
convective flows through a bed of spherical particles. They ex-
plored the importance of non-Darcian terms and thermal disper-
sion effects on thermal and flow characteristics. Error maps were
introduced to quantify the results. The solid-to-fluid thermal con-
ductivity ratio was found to have a profound influence on the local
thermal equilibrium. Lee and Vafai@7# performed an analytical
study of forced convective flows in a porous bed. An electrical
network was developed to represent the heat transfer through the
porous medium. The validity of a single volume-averaged energy
equation was discussed based on the solid and fluid temperature
differentials obtained from a two-energy equation model. The er-
ror in using the one-equation model was found to increase with a
decrease in the ratio of effective conductivity of the fluid to that of
the solid and with a decrease in Biot number based on the inter-
stitial heat transfer coefficient. Lu et al.@8# developed an analyti-
cal model for the convection heat transport through metal foams.
Simplifying assumptions were made and guidelines for optimum
foam structures were proposed for maximum heat transfer for a
given power input. Minkowycz et al.@9# performed a theoretical
study to analyze the validity of assuming local thermal equilib-
rium in heat transfer through a porous fluidized bed. It was shown
that local thermal equilibrium depends on the size of the porous
layer, pore size, interstitial heat transfer coefficient and thermo-
physical properties. Calmidi and Mahajan@10# performed an ex-
perimental investigation of forced convection in metal foams with
air and water as fluid phases. An empirical correlation was also
reported. Alazmi and Vafai@11# analyzed a variety of porous me-
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dia transport models for forced convection in porous beds. The
effects of variations in existing semi-heuristic models, effects of
porosity, thermal dispersion and local thermal equilibrium were
reported. Calmidi and Mahajan@12# reported an experimental and
numerical study of forced convection in metal foams under local
thermal non-equilibrium conditions. Hwang et al.@13# performed
experiments on metal foams. They measured the interstitial con-
vective heat transfer and frictional drag for forced convective
flows using a transient single-blow technique. Empirical correla-
tions for interstitial heat transfer coefficient were reported. Further
details of the thermal non-equilibrium modeling of forced convec-
tion can be obtained from@14#.

Natural convection in porous media is also encountered in
many applications@15,16#. However, while many studies have

Fig. 1 Schematic diagram of the problem considered

Fig. 2 Comparison of the present work „Ã… with experimental
and numerical predictions of Beckermann and Viskanta †20‡

Fig. 3 Comparison of the predicted temperature difference be-
tween solid and fluid phases „Ã… with the numerical predictions
of Mohammed †18‡ „s… at hÄ0.25 for PrÄ1 and thermal conduc-
tivity ratioÄ1.0

Fig. 4 Comparison of the predicted temperature difference be-
tween solid and fluid phases „Ã… with the numerical predictions
of Mohammed †18‡ „s… at hÄ0.5 for PrÄ1 and thermal conduc-
tivity ratioÄ1.0

Fig. 5 Spatial variation of solid and fluid temperature distribu-
tion for zero inter-phase heat transfer coefficient „NufÄ0…. For
all Rayleigh numbers the solid temperature distribution is a
straight line.
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investigated forced convective flow through porous media under
local non-equilibrium thermal conditions, fewer have considered
natural convection. Deiber and Bortolozzi@17# performed a natu-
ral convection study in a vertical porous annulus composed of
spheres without assuming local thermal equilibrium to exist be-
tween the solid matrix and saturating fluid. They reported that a
two-energy equation model should be used at high Rayleigh and
Darcy numbers. Mohammed@18# performed a parametric study
for natural convection in a porous enclosure under steady-state
conditions. The effects of varying the Darcy, Rayleigh, and
Prandtl numbers and the solid-to-fluid thermal conductivity ratio
on the temperature differentials between solid and fluid were re-
ported. Rees and Pop@19# also reported the existence of non-
equilibrium conditions for steady-state flows. Beckermann and
Viskanta @20# experimentally and numerically analyzed natural
convection inside a porous enclosure with a local thermal equilib-
rium assumption. Recently, Phanikumar and Mahajan@21# re-
ported numerical and experimental results for natural convective

flow in a rectangular domain partially filled with a porous medium
~metal foam!and heated from below. Heat transfer enhancement
due to the presence of the foam against that with no foam was
studied. Effects of thermal dispersion and the Darcy number on
the heat transfer were explored. They concluded that a local ther-
mal nonequilibrium model better describes the underlying heat
transfer phenomena in metal foams.

The present work undertakes a parametric analysis of natural
convection inside enclosures containing metal foams for the tran-
sient thermal management of electronics. Only single-phase flows
without phase change are considered to elucidate the basic phys-
ics. The paper examines the transient effects of different param-
eters including the Rayleigh, Darcy and Prandtl numbers, solid-
to-fluid thermal conductivities, and the Nusselt number for
interphase heat transfer, on the temperature differentials between

Fig. 6 Predicted temperature variation at steady-state for vari-
ous Rayleigh numbers at the mid-height of the domain „hÄ0.5…:
„a… solid-to-fluid temperature difference, and „b… solid „broken
line… and fluid „solid lines with symbols … temperature distribu-
tions

Fig. 7 Predicted temporal evolution of thermal field for Ra
Ä106, NufÄ0, PrÄ1, and DaÄ 10À2 at the mid-height of the do-
main „hÄ0.5…: „a… solid-to-fluid temperature difference, and „b…
solid „broken line … and fluid „solid lines with symbols … tempera-
ture distribution. Solid „broken line… reaches a steady state
very fast.

630 Õ Vol. 126, AUGUST 2004 Transactions of the ASME

Downloaded 06 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



the solid and fluid under local thermal non-equilibrium conditions.
The physics governing the existence of thermal non-equilibrium
during the transient are explored.

Mathematical Formulation and Numerical Modeling
A schematic of the problem considered is shown in Fig. 1. A

porous medium saturated with fluid is contained in a square en-
closure of sideH. The left and right walls are held at constant
temperaturesTh and Tc , respectively. The top and bottom walls
are adiabatic. The fluid and solid media are at equilibrium ini-
tially, and at temperatureTc . At t50, the temperature of the left
wall is raised toTh . The objective of the work is to examine the
temporal evolution of the solid and fluid temperature fields. The
liquid is assumed to be incompressible and Newtonian. The mo-
mentum equations include the Brinkman’s term and Forchhe-
imer’s extension to Darcy flow. The solid is assumed to be isotro-
pic and rigid. Thermophysical properties of the solid and fluid

phases are assumed to remain constant and isotropic over the
range of temperatures considered. The Boussinesq approximation
is invoked in the fluid phase. Dispersion effects are neglected.
Using the dimensionless variables

j5
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H
; h5

y

H
; t5

ta f

H2
; U5

uH

a f
; P5

pH2

r fv fa f

Ts* 5
~Ts2Tc!

~Th2Tc!
; Tf* 5

~Tf2Tc!

~Th2Tc!

the dimensionless volume-averaged continuity and momentum
equations@20# in the fluid phase are

¹•U50 (1)

Fig. 8 Predicted temporal evolution of thermal field for Ra
Ä108, NufÄ0, PrÄ1, and DaÄ 10À2 at the mid-height of the do-
main „hÄ0.5…: „a… solid-to-fluid temperature difference, and „b…
solid „broken line … and fluid „solid lines with symbols … tempera-
ture distribution. Solid „broken line… reaches a steady state
very fast.

Fig. 9 Predicted temporal evolution of thermal field for Ra
Ä106, NufÅ0, PrÄ1, and DaÄ 10À2 at the mid-height of the do-
main „hÄ0.5…: „a… solid-to-fluid temperature difference, and „b…
solid „broken line … and fluid „solid lines with symbols … tempera-
ture distribution
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The governing intrinsic phase-averaged energy equations are writ-
ten for the solid and fluid phases separately. These macroscopic
continuum equations for solid and fluid are valid at every point in
the domain. The two energy equations can be closed either using
an unsteady closure@22# or a steady-state closure@5#. A steady-
state closure has been found to be sufficient for most problems
@22#, and is used in this work. The dimensionless energy equations
are

V
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The dimensionless parameters governing the flow and heat trans-
fer are
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Two different volumetric heat transfer coefficients are used. For
forced convection through a packed bed of spheres@16,23# the
expression is

~Nu!p5
hvd2

kf
56~12«!@211.1Pr1/3~Re!0.6# (5)

This correlation is valid up to Re of 8500. For forced flow through
metal foams, the following correlation is used

~Nu!p5
hvd2

kf
50.376~Re!0.644~Pr!0.37 (6)

It is important to note the limitations of Eq.~6! in modeling inter-
phase heat transfer. The correlation in@13# was developed for
metal foams in air, for a Reynolds number Re* (5uL/v, L being
the test-section length! in the range 1900,Re*,7900. To use it
for typical PCMs, a scaling factor for Prandtl number similar to
that in Phanikumar and Mahajan@21# was included. Further, for
high Pr, the flow in the core of the domain is of relatively low
velocity, and the Reynolds number may be far lower than the
lower Re* limit of Eq. ~6!; it is also clear that Eq.~6! does not
correctly recover the conduction~Re*50! limit. To the authors’
knowledge, there are no available correlations in the literature
describing the inter-phase heat transfer coefficient in the high-
Prandtl number and low-Reynolds number limit. Therefore, Eq.
~6! is used despite these limitations.

The volumetric heat transfer coefficient in the above equations
can be expressed in terms of the inter-phase heat transfer coeffi-
cient as

hv5hs fas f (7)

In Eq. ~7!, as f is the specific surface area. These correlations are
expected to be approximately valid for natural convection as well.
The Reynolds number in Eqs.~5! and ~6! was interpreted as the
local Reynolds number, defined based on the local mean velocity

Table 1 „a… Predicted times for solid and fluid to reach steady state for various Rayleigh,
Prandtl and Darcy numbers for Nu fÄ0, and „b… predicted solid-to-fluid temperature differences
at steady state

Darcy Number Prandtl Number Rayleigh Number
Time1 for solid to
reach steady state

Time1 for fluid to
reach steady state

1022 1 105 0.00055 0.45
106 0.00055 0.2
108 0.00055 0.03
109 0.00055 0.015

100 106 0.00055 0.1925
108 0.00055 0.0275

1023 1 106 0.00055 0.55
108 0.00055 0.175

100 106 0.00055 0.58
108 0.00055 0.171
„a…

Darcy Number Prandtl Number Rayleigh Number
(Ts2Tf)max
at h50.5 (Ts2Tf)max

1022 1 105 0.01 0.15
106 0.13 0.57
108 0.44 0.86
109 0.48 0.91

100 106 0.13 0.575
108 0.44 0.86

1023 1 106 0.0002 0.017
108 0.13 0.61

100 106 0.00015 0.0168
108 0.128 0.61
„b…

1Nondimensional time.
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(umeand/n). The relations for permeability and inertial coefficient
used for spherical particles can be obtained from@5,6#. For metal
foams, a porosity of 0.8 is used and the inertial coefficient is 0.068
@13#.

The computational domain is discretized into finite volumes
using an orthogonal mesh. Pressure, velocity and the two tempera-
tures are stored at the cell centroids. A central differencing scheme
with a deferred correction@24,25#is used for convective fluxes. A
central differencing scheme is used for discretizing diffusive
fluxes. A second order Euler implicit~three time level!scheme is
used for the transient terms. The SIMPLE algorithm is employed
for obtaining the velocity fields. The linearized systems of equa-
tions are solved using the strongly implicit procedure~SIP! @25#.
Additional details about the numerical approach are available in
@2,26#. The calculations are terminated when the residual has
dropped at least below 1026 for all governing equations.

Code Validation
Because experimental results are not available in the literature

for natural convection inside porous metal foams, the code was

validated against studies on convection in a packed bed of
spheres. Beckermann and Viskanta@20# performed an experimen-
tal and numerical study of natural convection in a porous enclo-
sure comprising spherical~glass! particles with gallium as the
interstitial fluid. A fixed porosity of 0.385 was considered. Predic-
tions from the present work are compared to those in@20# in Fig.
2 at different vertical~h-direction! locations. In the current pre-
dictions, Eq.~5! was used to represent the inter-phase heat transfer
coefficient. The predicted thermal fields agree well with the nu-
merical predictions in@20# and also show satisfactory agreement
with the experimental measurements@20#.

Predictions from the present model are also compared in Figs. 3
and 4 with those of Mohammed@18# who also employed a two-
temperature model for the analysis of natural convection in a
packed bed of spheres. The comparison is shown for the case of
Prandtl number51.0, and the agreement is seen to be excellent.

Grid and time-step independence for the mesh and time-step
sizes used in the present simulations was also established. A Ray-
leigh number of 108, a Darcy number of 1023 and a Prandtl
number of 1 were used for this set of calculations. Grid indepen-
dence was tested using three different non-uniform grids, 46346
~mesh #1!, 92392 ~mesh #2!and 1823182~mesh #3!. For mesh
#1, a deviation of 6.48% in the maximum solid-to-fluid tempera-
ture difference was observed with respect to mesh #3, with this
deviation between mesh #2 and mesh #3 reducing to 0.33%.
Therefore, mesh #2~92392!was chosen for all the calculations in
this study. For establishing time-step independence, three different
time step values, 1.2531024, 2.531024 and 531024 were
evaluated with the 92392 mesh. The deviation in the results for
the maximum solid-to-fluid temperature difference compared to
the smallest time step was less than 0.01% for both larger time
steps. Since refinement in the time-step did not produce discern-
ible improvements in accuracy, a nondimensional time-step value
of 2.531024 was used for most of the computations in this work.

Results and Discussion
Passive thermal storage units used in electronics cooling would

feature solid-to-fluid thermal conductivity ratios~l! in the range
of 102 to 105 and Prandtl numbers of 1 to 100. The porosity of the
metal foam considered in this study is held constant at 0.8 with a
pore size corresponding tod/H50.0135. The ratio of the average
ligament diameter of the foam to the mean cell size of the foam is
0.1875 with average ligament diameter being equal to 0.36 mm
@13#. In the range of thermal conductivity ratios of interest (l
;103– 105), the results did not vary much withl, and hence a
value of 103 was used for all cases.

Steady State. The case of zero inter-phase heat transfer
(Nuf50) is first considered, in which there is no thermal interac-
tion between the solid and fluid phases. Figure 5 shows the varia-
tion of solid and fluid temperature profiles for different Rayleigh
numbers at mid-height~h50.5!; the fluid temperature variation at
h50.02 andh50.98 for Ra5108 is also shown for contrast. The
solid profile is expected to be a straight line and is independent of
the Prandtl number andh location. The fluid profile is also a
straight line if the Rayleigh number is low and, as a result, the
solid-to-fluid temperature differenceDT* ;O(0) everywhere in
the domain. As the Rayleigh number increases the fluid tempera-
ture profile deviates from the solid temperature profile as thermal
boundary layers develops near the heated and cooled walls. The
thickness of the boundary layer scales as;(RaDa2)21/4 @27#. It
can be seen from Fig. 5 that the numerical predictions agree with
the scaling analysis. For example, for Ra5108 and Da51022 the
numerically predicted boundary layer thickness is approximately
0.09 and that from scaling analysis is 0.1. As the Rayleigh number
increases, the thermal boundary layer in the fluid is increasingly
confined to a thin layer near the wall, with the core being at a
temperatureTf* ;0.5. Thus, the geometric center of the cavity is a
point of zero temperature difference between solid and fluid. The

Fig. 10 Predicted temporal evolution of thermal field for Ra
Ä108, NufÅ0, PrÄ1, and DaÄ 10À2 at the mid-height of the do-
main „hÄ0.5…: „a… solid-to-fluid temperature difference, and „b…
solid „broken line … and fluid „solid lines with symbols … tempera-
ture distribution
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maximum temperature difference is expected to occur at the edge
of the thermal boundary layer, with a valueDT* ;O(0.5) at the
mid-height~h50.5! of the domain for high Rayleigh numbers. At
h50 and 1, the maximum temperature difference is;O~1! for
high Ra as expected.

The next case considered is one in which the solid and fluid
exchange energy in a steady-state mode through inter-phase trans-
fer (NufÞ0). Figure 6~a!shows the dimensionless solid-to-fluid
temperature differenceTs* 2Tf* at mid-height~h50.5! for several
Rayleigh numbers, for Da51022, l5103, V51, and d/H
50.0135. Figure 6~b! shows dimensionless solid and fluid tem-
perature variations at mid-height for Pr51. The effect of the inter-
phase heat transfer coefficient is to lower the solid-to-fluid tem-
perature difference. For low Rayleigh numbers (Ra,106), the
maximum temperature difference is seen to be;O~0! as ex-
plained previously. The solid-to-fluid temperature difference in-
creases with increasing Ra, but is always less than that in the
Nuf50 case, i.e., less than O~0.5!. Indeed, for Ra5109 a maxi-
mum temperature difference of about 10% is seen. Comparing
Fig. 6~b! with Fig. 5 it can be seen that for high Ra, the dimen-
sionless solid temperature variation at the mid-height of the en-
closure ~h50.5! is not linear but follows the fluid temperature
variation due to inter-phase heat exchange between solid and fluid
phases.

Figure 6~a! also shows that for a Rayleigh number of 106,
increasing the Prandtl number from Pr51 to Pr5100 increases the
solid-to-fluid temperature difference by a small extent. The verti-
cal velocity in the rectangular domain scales as@27#

V5
vd

a f

H

d
5Re PrS H

d D;~RaDa2!1/2 (8)

The inter-phase heat transfer coefficient scales as

Nup5
hvd2

kf
50.376~Re!0.644Pr0.37

;0.376H ~RaDa2!1/2S d

H D J 0.644

Pr20.274 (9)

Thus, the inter-phase Nusselt number depends on the Prandtl
number, and tends to decrease as the Prandtl number increases,
causing the two media to act in a more uncoupled manner. This
dependence assumes that the Prandtl number variation in Eq.~6!
is valid at high Pr.

Unsteady Flow. As in the steady-state cases, in order to un-
derstand the effect of the inter-phase heat transfer on the solid-to-
fluid temperature difference we first consider the Nuf50 case. In
the absence of inter-phase heat exchange, the solid-to-fluid tem-
perature difference depends on the relative response time of the
two phases. The solid reaches steady state in time scales of order
(H2/as) or a dimensionless time scale ofts;V/l. The fluid
response time depends on Ra. For low Rayleigh numbers the time
to reach steady state scales asH2/a f , corresponding to a dimen-
sionless scalet f;O(1). For high Rayleigh numbers, the fluid
time-to-steady-state scales as the inverse of the vertical velocity,
and, hence,

V;~RaDa2!1/2

(10)
t f;1/V;~RaDa2!21/2

Figure 7~a! shows the variation of dimensionless solid-to-fluid
temperature difference alongh50.5 at different times for Ra
5106, Da51022, Pr51, V51000, andl51. Figure 7~b!shows
the fluid and solid temperature distributions at the mid-height of
the domain. The solid response time is much faster than that of the
fluid due to its higher thermal diffusivity, and it is seen to reach a
steady state much faster. In Fig. 7~b!, the solid has reached a
steady state even before the fluid field starts to develop. Thus, at

Table 2 „a… Predicted times for solid and fluid to reach steady state for various Rayleigh,
Prandtl and Darcy numbers for Nu fÅ0, and „b… predicted solid-to-fluid temperature differences
at steady state

Darcy Number Prandtl Number Rayleigh Number
Time1 for solid to
reach steady state

Time1 for fluid to
reach steady state

1022 1 106 0.0075 0.00935
108 0.0023 0.00235

100 106 0.015 0.0225
108 0.0027 0.00275

1023 1 106 0.02345 0.0929
108 0.00735 0.0086

10 106 0.0125 0.15
100 106 0.00055 0.2245

108 0.01475 0.02175
„a…

Darcy Number Prandtl Number Rayleigh Number
(Ts2Tf)max
ath50.5 (Ts2Tf)max

1022 1 106 0.000865 0.0248
108 0.0429 0.1506

100 106 0.0081 0.08385
108 0.1638 0.3758

1023 1 106 0.00004 0.0041
108 0.00087 0.02635

10 106 0.00005 0.0064
100 106 0.000075 0.0091

108 0.0081 0.0884
„b…

1Nondimensional time.
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early times, the solid-to-fluid temperature difference is high
(;O(1)) and the temperature difference progressively decreases
with time, reaching its steady-state value over the fluid time scale.
The ratio of the solid-to-fluid time to reach steady state is given by

ts

t f
;

V~RaDa2!1/2

l
(11)

As the Rayleigh number increases, the fluid response time de-
creases. This is seen in Fig. 8~a! which shows a plot of tempera-
ture difference variation along the mid-height of the domain for
Ra5108, Da51022, Pr51, and Nuf50. Figure 8~b!shows the
variation of solid and fluid temperature fields along the mid-height
of the domain. Due to the high Rayleigh number, the core fluid is
at a temperature ofTf* 50.5 and the boundary layer is confined to
a very thin layer near the heated and cooled walls. The time to
reach a steady state and the solid-to-fluid temperature difference at
steady state are listed in Tables 1~a! and 1~b!for various Darcy,

Prandtl and Rayleigh numbers. The process is declared to have
reached a steady state ifT* at ~h,j!5~0.78,0.98!is within 1% of
its steady-state value. It is clear from Tables 1~a! and 1~b!that for
Nuf50, the time to reach steady state is independent of Pr, as
expected. For low Darcy number (Da51023), the fluid flow is so
strongly retarded by the porous medium that the time to reach a
steady-state is governed by the fluid diffusion scale,t f;O(1);
correspondingly, the solid-to-fluid temperature difference is rela-
tively low.

The results for NufÞ0 are considered next. Here, the behavior
is governed by the relative magnitude of three interacting scales:
the response time of the solid, the response time of the fluid, and
the response time of the solid-fluid interface. If the interface re-
sponse time is very long, the solid and fluid evolve separately and
large temperature differences exist at steady state. If, on the other
hand, the interface response time is much shorter than either the
solid or the fluid response time, the two phases will evolve in a
coupled manner, with the faster-responding phase imprinting its
temperature on the slower-responding phase. A measure of the
dimensionless response time of the interface is Nuf

21

(5hvH2/kf)
21. For Nuf@1, the two phases will evolve in equi-

librium. Figure 9~a! shows the temporal evolution of the solid-to-
fluid temperature difference for a Rayleigh number of 106, Pr51
and Da51022. The dimensionless solid and fluid temperature dis-
tribution ath50.5 is shown in Fig. 9~b!. The solid has the fastest
response time, and reaches a steady state on a time scalets

;V/l. The fluid time scale for this low value of RaDa2(5100)
is relatively large, leading to a slow approach to steady state.
Thus, the fluid is essentially at its initial condition during the time
the solid reaches a steady state, and initial temperature differences
in Fig. 9~a! are O(1). However, it is seen that the solid-to-fluid
temperature difference is driven to zero over a time scale
t;O~0.015!, far faster than the response time of the fluid. This is
a result of the response time of the inter-phase heat transfer, which
is intermediate between the solid and fluid scales. This allows the
solid to impose its imprint on the fluid temperature profile, which
also assumes a straight line shape, leading to nearly zero tempera-
ture difference at steady state. For the uncoupled case~Fig. 7~b!!,
the fluid temperature is not a straight line for the same set of
parameters.

In contrast, the interface time-scale is competitive with the solid
time scale in Figs. 10~a!and 10~b!, which shows the solid-to-fluid

Fig. 11 Predicted temporal evolution of thermal field for Ra
Ä108, NufÅ0, PrÄ100, and DaÄ 10À2 at the mid-height of the
domain „hÄ0.5…: „a… solid-to-fluid temperature difference, and
„b… solid „broken line … and fluid „solid lines with symbols … tem-
perature distribution

Fig. 12 Predicted temporal evolution of solid-to-fluid tempera-
ture difference at the mid-height of the domain „hÄ0.5… for Ra
Ä108, NufÅ0, PrÄ1, and DaÄ 10À3
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temperature difference and the solid and fluid temperature varia-
tion at mid-height for Ra5108, Pr51, and Da51022. The ratio of
the interface time scale to the solid response time is
;(NufV/l)21. Here, the solid is not allowed to reach a steady
state before losing heat to the fluid. Instead, the temperature dif-
ference begins to fall well beforet;ts and reaches equilibrium
with the fluid on a time scale oft;0.0025. Because the fluid time
scale is more competitive with the solid for this high value of
RaDa2(5104), we see that the solid temperature profile is not
imposed on the fluid and a nonzero temperature difference exists
at steady state. The time to reach steady-state and the steady state
solid-to-fluid temperature difference for several Ra, Pr, and Da are
listed in Tables 2~a!and 2~b!, respectively. Since the two phases
are coupled, the time to reach steady state is of the same order for
both. This is especially true as Ra and Da increase, since Nup

increases with RaDa2.
The effect of Prandtl number on the solid-to-fluid temperature

difference and the temporal evolution of the solid and fluid tem-
perature fields is brought out in Figs. 11~a! and 11~b!for which
Ra5108, Pr5100, and Da51022. From Eq.~2!, it can be seen
that an increase in Prandtl number causes a decrease in the inter-
phase heat transfer coefficient, and, hence, the phases act in a
more uncoupled manner. The temporal evolution is faster than the
uncoupled case~Figs. 8~a!and 8~b!!and the solid-to-fluid tem-
perature difference is higher than the corresponding Pr51 and
NufÞ0 case. It is important to note, however, that these results
are subject to the assumption that Eq.~6! describes the inter-phase
heat transfer.

The effect of Darcy number can be seen by comparing Fig. 12
with Fig. 9. Figure 9 has been plotted for Ra5106, Da51022

while Fig. 12 has been plotted for Ra5108, Da51023. The fluid
velocity scales approximately as;(RaDa2)1/2. As a result, the
temperatures differences in the two figures are almost identical;
the response times are also very similar.

Conclusions
A fully transient analysis of natural convection inside a porous

enclosure containing a metal foam was carried out using a two-
temperature formulation. Based on the results of a parametric
study, local thermal equilibrium is not ensured, either during the
transient or at steady state in such systems. For transient applica-
tions, the temperature difference between the solid and the fluid is
governed by the response time of the two phases as well as the
time scale of the solid-fluid interface. The results demonstrate that
even if the steady-state temperature differences are small, the tem-
perature difference during the unsteady response may be quite
large. Single-temperature formulations are expected to yield incor-
rect predictions when the inter-phase heat transfer time scale is
longer than the fastest response time of either the fluid or solid
phase. For metal/air or metal/PCM systems, the faster-responding
phase for typical ranges of Ra and Da is the solid. In this limit,
two-temperature formulations are necessary when Nuf,1.

The present study did not consider phase change. When phase
change is included, an additional time scale associated with the
latent heat of melting is introduced in the problem, and depending
on the value of the Stefan number, can change the results obtained
here. Yet another time scale appears when pulsed heating is used.
The interaction of pulse periodicity with these competing scales
determines the validity of single-temperature formulations. These
effects will be investigated in the future. Another research need is
the development of interphase Nusselt number correlations for
high Prandtl number and low-Reynolds number flows, as well as
correlations for pure conduction heat transfer in PCM-
impregnated foams. These correlations are necessary to correctly
capture inter-phase heat transfer in the frozen as well as the low-
velocity sections of the computational domain.

Nomenclature

as f 5 Ratio of specific surface area to volume, m21

Cp 5 Specific heat, J kg21 K21

Da 5 Darcy number
d 5 Particle diameter or mean pore diameter, m
F 5 Inertial coefficient
g 5 Acceleration due to gravity, ms22

H 5 Height of enclosure, m
hs f 5 Inter-phase heat transfer coefficient, W m22 K21

hv 5 Volumetric heat transfer coefficient, W m23 K21

K 5 Permeability, m2

k 5 Thermal conductivity, W m21 K21

Nu 5 Nusselt number based on height of the enclosure
P 5 Pressure, N m22

Pr 5 Prandtl number
Ra 5 Rayleigh number
Re 5 Reynolds number
T 5 Temperature, K
t 5 Time, s

U 5 Velocity vector, ms21

u, v 5 Velocity in x and y directions, ms21

x, y 5 Cartesian coordinates

Greek Symbols

a 5 Thermal diffusivity, m2 s21

b 5 Thermal expansion coefficient, K21

DH 5 Enthalpy of freezing/melting, J kg21

Dt 5 Time step
Dx, Dy5 Spatial mesh sizes, m

d 5 Ratio of mean pore diameter to height of enclosure
« 5 Porosity
h 5 Dimensionless y coordinate
l 5 Ratio of thermal conductivities of solid and fluid
m 5 Dynamic viscosity, N s m22

n 5 Kinematic viscosity, m2 s21

r 5 Density, kg m23

t 5 Dimensionless time
j 5 Dimensionless x coordinate

V 5 ratio of volumetric heat capacities of solid and liquid

Subscripts

c 5 cold
e f 5 effective fluid property
es 5 effective solid property

f 5 fluid
h 5 hot
l 5 liquid
p 5 pore or particle
s 5 solid

Superscripts

* 5 dimensionless quantity
ss 5 steady state
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Local Pool Boiling Coefficients on the
Inside Surface of a Horizontal
Tube

Myeong-Gie Kang
Department of Mechanical Engineering Education,
Andong National University 388 Songchun-dong, Andong-
city, Kyungbuk 760-749, Korea

Nucleate pool boiling heat transfer of water on the inside surface
of a horizontal tube of 51 mm internal diameter has been studied
experimentally at atmospheric pressure. Experiments were per-
formed at four different azimuthal angles (0 deg, 45 deg, 120 deg,
and 180 deg from the tube bottom) to investigate variations in
local heat transfer coefficients along the tube periphery. The local
coefficient changes much along the tube periphery and the mini-
mum was observed at the tube bottom. It is found that heat trans-
fer on the inside surface is strongly dependent on the intensity of
the liquid agitation and the evaporative mechanism.
@DOI: 10.1115/1.1778190#

Keywords: Boiling, Convection, Heat Transfer, Heat Exchangers,
Nuclear

Introduction
As a way of improving heat transfer on a heated surface,

mechanisms of pool boiling have been studied for several de-
cades. Pool boiling is closely related with the design of passive
type heat exchangers in advanced nuclear reactors@1#. Since the
space for the installation of the heat exchanger is usually limited,
to develop more efficient heat exchangers is inevitable. One of the
possible orientations to install a tubular type heat exchanger is its
horizontal direction. Pool boiling can be created on the inside or
outside surfaces according to the location of heat sources. Al-
though some results of pool boiling on the outside surface have
been published@2–4#, to the author’s knowledge, the study for the
inside surface of a tube is almost nothing.

Jung et al.@5# experimented boiling heat transfer in R-11 to
investigate heat transfer mechanisms on the inside surface of a
circular cylindrical tank. They simulated the surface by a flat
plate. That is, the plate facing downward simulated the uppermost
region of the surface. Somewhat detailed study on the inclination
angle itself was previously done by Nishikawa et al.@6# by using
the combination of a plate and water. To simulate a circular tank
by a flat plate might be reasonable as the diameter of the tank was
large enough. However, it is doubtable to use the results for the
design of tubular heat exchangers. Jabardo and Filho@7# per-
formed an experimental study of forced convective boiling of re-
frigerants in a 12.7 mm internal diameter copper tube. They in-
vestigated effects of physical parameters over the variations in
local surface temperature as a function of the fluid quality. How-
ever, mechanisms of pool boiling are different from those of the
forced convective boiling.

Summarizing the previous works, both results of the flat plate
or forced convective boiling cannot be applied directly to the
analysis of pool boiling heat transfer in a small size tube. There-
fore, the present study is aimed at the determination of heat trans-
fer characteristics on the inside surface of a small size horizontal
tube. Through the study variations in local heat transfer coeffi-
cients along the tube periphery will be investigated.

Experiments
A schematic view of the present experimental apparatus is

shown in Fig. 1~a!. The water storage tank is made of stainless
steel and has a rectangular cross section~95031300 mm!and a
height of 1400 mm. This tank has a glass view port~100031000
mm! which permits viewing of the tubes and photographing. The
tank has a double container system. The inside tank has several
flow holes to allow fluid inflow from the outer tank. To reduce
heat loss to the environment, the left, right, and rear sides of the
tank were insulated by glass wool of 50 mm thickness.

Figures 1~b!and 1~c!represent a supporter and a test section,
respectively. Several rows of resistance wires are arrayed uni-
formly around the outside surface of the heated tube (L
5300 mm andDi551 mm), which is made of stainless steel.
Then, the heating wires were covered with insulating material.
Some powder was packed into the space of the heating wires to
heat the tube uniformly. The inside surface was lathed to have
smooth surface. The test section and the supporter were assembled
with bolts.

Temperatures of the heated tube were measured on the outside
surface of the heated tube with two T-type sheathed thermo-
couples~diameter is 1 mm!located at 100 mm distance from both
ends of the heated tube, respectively. The temperatures of the
inside tube surface were calculated by the one dimensional con-
duction equation. To install the thermocouples on the surface two
grooves~width3depth51 mm31 mm! of 105 mm length were
manufactured on the surface. The water temperatures were mea-
sured with six sheathed T-type thermocouples placed at the tank
wall vertically from the bottom of the inside tank with equal spac-
ing ~i.e., 180 mm!. All thermocouples were calibrated at the boil-
ing point of water.

For the tests, the assembled part is placed at the bottom of the
tank ~Fig. 1~a!!. After the tank is filled with water until the initial
water level is at 750 mm from the outer tank bottom, the water is
heated using four pre-heaters at constant power~5 kW/heater!.
When the water temperature reaches the saturation value~100°C
since all the tests are run at atmospheric pressure!, the water is
then boiled for 30 minutes at saturation temperature to remove the
dissolved gases. The temperatures of the heated tube are measured
when they are at steady state while controlling the heat flux on the
tube surface with input power. To make the azimuthal angle, both
sides of the test section have flanges. The peripheral variation in
heat transfer was determined by rotating the tube following each
set of readings.

The error bound of the voltage and current meters used for the
test are60.5 percent of the measured value. Therefore, the calcu-
lated power ~voltage3current!has 61.0 percent error bound.
Since the heat flux has the same error bound as the power, the
uncertainty in the heat flux is estimated to be61.0 percent.

The measured temperature has uncertainties originated from the
thermocouple probe itself and the instrument. To evaluate the er-
ror bound of the thermocouple probe, three thermocouples brazed
on tube surface were submerged in an isothermal bath of60.01 K
accuracy. The measured temperatures were compared with the set
temperature. The deviation between the values is within60.1 K
inclusive of the bath accuracy. The error bound of the data acqui-
sition system is60.05 K. Therefore, the total uncertainty of the
measured temperatures is defined by adding the above errors and
its value is60.15 K.

The heat flux along the tube periphery has been evaluated by
using one-dimensional conduction equation. The maximum pos-
sible heat flux is 2.3 kW/m2 as the tube wall superheat (DTsat) is
4 K. The value is about 11 percent of the averaged radial heat flux
~40 kW/m2!. This can results in additional610 percent uncer-
tainty in the heat flux. The axial heat loss from the ends of the test
section is also calculated and is less than 30 W~e.g., 24 W at
q9591 kW/m2 andu50 deg!. Since this is very small comparing
with the radial heat transfer~e.g., 4.4 kW atq9591 kW/m2), its
effect on the heat transfer coefficient is neglected.
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The heat flux (q9) from the electrically heated tube surface is
calculated from the measured values of the AC power input as
follows:

q95
VI

pDiL
5hb~TW2Tsat!5hbDTsat (1)

whereV and I are the supplied voltage~in volt! and current~in
ampere!, andDi andL are the inside diameter and the length of
the heated tube, respectively.TW and Tsat represent the tempera-
tures of the inside surface and the saturated water, respectively.

Results and Discussion
Figure 2 shows variations in local heat transfer on the inside

surface of a horizontal tube. Atu50 deg changes in the local
coefficient is proportional to the change in the heat flux asq9
<30 kW/m2. The slope (Dhb /Dq9) is suddenly decreased and,
then, increased as 30,q9<75 kW/m2. At u545 deg the slope of
hb versusq9 curve decreases gradually asq9 gets 60 kW/m2. The
slope is then increases suddenly and maintains a constant value as

the heat flux increases. Atu5120 deg the slope is about 1.2 until
q9 gets 18 kW/m2, and then suddenly changes to around 0 and
maintains the value as the heat flux increases. Atu5180 deg the
slope of the curve is nearby 0 asq9<30 kW/m2. As the heat flux
increases larger than 30 kW/m2 the slope changes to 0.03 and
maintains the same value. Asq9 is more than 70 kW/m2 the value
of DTsat is almost same as shown in Fig. 2~a!.

At u50 deg and 45 deg the intensity of the liquid agitation is
very weak at lower heat fluxes. Regions atu50 deg and 45 deg
are relatively free from the liquid agitation at low and medium
heat fluxes since bubbles are just moving upward. Therefore, the
major mechanism affecting on heat transfer is the density of
nucleation sites. Atu5120 deg the intensity of the liquid agitation
is strongly affecting on heat transfer at lower heat fluxes less than
18 kW/m2. The source of the liquid agitation is bubbles coming
from the bottom of the tube. As the heat flux increases more than
18 kW/m2 this region is nearby the boundary of an elongated
bubble. The intensity of the liquid agitation decreases suddenly
and bubbles become coalescing around this angle. Atu5180 deg,
the higher coefficient was observed at a very low heat flux nearby

Fig. 1 Schematic of the experimental apparatus: „a… water storage tank; „b… test section supporter; and „c…
test section
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0. This is very unusual regarding the previously published results
for the several geometries. The departed bubbles from the tube
bottom and side regions move upward and coalesce at the upper-
most regions of the tube inside to generate a very large elongated
bubble underneath the surface. The existence of a micro liquid
layer might be suggested between the elongated bubble and the
surface. As the bubble flows out from the ends of the tube, envi-
ronmental liquid rushes into the space and, accordingly, the active
liquid agitation is generated inside the tube. Therefore, the higher
heat transfer coefficient at low heat fluxes can be explained by
both of the evaporative mechanism underneath the elongated
bubble and the active liquid agitation. As 5,q9<25 kW/m2 the
local coefficient is almost constant. This means that the evapora-
tive mechanism and the liquid agitation is not enough to remove
heat from the surface. Asq9 increases more than 25 kW/m2 up-
coming bubbles from the bottom destroy the lower side boundary
of the elongated bubble and generates a kind of active mixing
movement in the elongated bubble. Thereafter, gradual increase in
the local coefficient is obtained. The intensity of the liquid agita-
tion increases much and this regards as the major cause of the
increase in heat transfer at higher heat fluxes larger than 70
kW/m2.

Through the heat flux regions clear boundaries in pool boiling
~see Fig. 3!were observed and those could be categorized as
following four stages. These four stages are inferred from both
experimental data and visual observation. The drawings in Fig. 3
represent not direct observations of the boiling process inside the
tube but observations from the end of the tube, and that the bubble
masses are flowing out of the tube at its top.

Stage 1. Small size bubbles move toward the upper regions
and create an elongated bubble underneath the tube surface. Al-
though this kind of elongated bubble was also observed on the
surface of a flat plate facing downward@6#, the mechanism of
bubble growth is different from each other. Bubbles generated on
the surface of a flat plate coalesce with nearby bubbles as the
density of nucleation increases. For the present case, coalescence
of bubbles as well as upcoming bubbles from the bottom and sides
of the tube contribute to the growing of the elongated bubble. This
stage is very important in heat transfer at heat fluxes less than 5
kW/m2. One of the major heat transfer mechanisms for the stage
is the micro layer evaporation underneath the elongated bubble

@8#. Other one mechanism is the liquid agitation. If a big bubble
were departed from the tube surface, there would be sudden liquid
movement into the space.

Stage 2. As the heat flux increases the sizes of bubbles in-
crease larger comparing with the bubbles in the stage 1. This stage

is raging from 5 kW/m2 to 15 kW/m2. At this stage upward move-
ment of bubbles from the tube bottom is clearly observed. Out-
flow of the elongated bubble from the tube is more frequently
observed than the stage 1. Therefore, the intensity of the liquid
agitation gets stronger.

Fig. 2 Changes in local values along the tube periphery: „a… q 9 versus DTsat ; and „b… h b versus q 9

Fig. 3 Boiling mechanisms on the inside surface of a horizon-
tal tube: „a… stage 1; „b… stage 2; „c… stage 3; and „d… stage 4
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Stage 3. As the value of the heat flux increases gradually,
bubbles generated at the tube bottom regions coalesce together
and get bigger buoyancy. The bunch of coalesced bubbles
breaches the boundary of the elongated bubble. A region of wild
mixing between the bubble slug from the tube bottom and the
elongated bubble is observed abound the mid-regions of the tube.
The region of wild mixing expands toward up and downward as
the heat flux increases. At this stage, a liquid core was generated
near the sidewall and swirling bubble columns around the liquid
core were observed. This continues up to 60 kW/m2. At this stage
the major mechanism to increase heat transfer is regarded as the
active liquid agitation.

Stage 4. The shape of the elongated bubble is almost disap-
peared and no clear boundary is observed as the heat flux in-
creases more than 60 kW/m2. Very frequent outflow of bubbles
from the tube sides is observed. This is somewhat similar to the
heat transfer in the vertical tube annuli with closed bottom@9#.
However, the slope ofhb versusq9 is increasing for the present
case while the values for the tube annuli with closed bottom is
decreasing abruptly. The major reason for the difference is due to
the restriction of the flow inflow to the heated surface and the
narrower flow area at the tube annuli.

Conclusions
An experimental study of pool boiling heat transfer in a hori-

zontal tube at atmospheric pressure has been performed and the
major conclusions are as followings:

1. Local heat transfer coefficients change much along the tube
periphery and the minimum was observed at the tube bot-
tom.

2. The major pool boiling mechanisms affecting the heat trans-
fer in a tube are the micro layer evaporation and the liquid
agitation. The mechanism of micro layer evaporation is most
effective at heat fluxes regions less than 5 kW/m2. As the
value of the heat flux increases the mechanism of the liquid
agitation gets effective.
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Nomenclature

Di 5 tube inside diameter
hb 5 boiling heat transfer coefficient

I 5 supplied current
L 5 tube length

q9 5 heat flux
Tsat 5 saturated water temperature
TW 5 tube wall temperature

V 5 supplied voltage
u 5 azimuthal angle along the tube periphery
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Channel With Discrete Heating
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Three-dimensional conjugate heat transfer in a rectangular duct
with two discrete flush-mounted heat sources has been studied
numerically in the context of cooling of electronic equipments.
The Grashof number is fixed as 106 and the working fluid is taken
as air. The effects of the spatial arrangement of heat sources, the
thermal conductivity ratio of the bottom plate material to air, and
the Reynolds numbers on the overall and local heat transfer in the
duct are evaluated. The magnitudes of the conduction and the
convection transport are compared for different parametric com-
binations. Of particular interest are the transverse variation in the
flow, temperature and heat transfer, the interaction between the
heat sources, and the effects of conjugate transport.
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Introduction
Flow instability and heat transfer in three-dimensional mixed

convection flow in a horizontal duct were investigated in an ear-
lier study@1#. In the present work, conduction heat transfer in the
bottom plate is also considered, since it can be important for
three-dimensional flow in a duct with a moderate Reynolds num-
ber and compact size. The heat generated in the heat sources is not
only dissipated directly into the ambient fluid by convection, but
also lost to the substrate and then eventually convected into the
fluid. The interaction between the heat sources becomes more
complicated. In the streamwise direction, the heat source at a
downstream location has a stronger influence on the upstream
source than that in pure convection, because, although the down-
stream heat source is in the wake of the upstream one, the latter is
also affected by heat transfer due to conduction in the board.

Nakayama@2# reviewed the studies addressing the convective/
conductive conjugate heat transfer in electronic systems, and
pointed out that it was the dominant mode of heat transfer in
compact systems, particularly in air-cooling systems. His reviews
mainly concentrated on the two-dimensional heat transfer and
flow between plates with flush or protruding heat blocks, and a
composite approach, consisting of both experiment and numerical
analysis, was proposed for the three-dimensional complex flow in
channels with a single protruding heat source. Many papers have
been published on conjugate heat transfer in two dimensional
channels. Sugavanam et al.@3# studied the coupled forced convec-
tion and conduction in a channel with a strip flush-mounted heat
source. They evaluated the effects of board conduction on the
overall heat transfer, and obtained correlations between the Nus-
selt number and the ratio of thermal conductivities. They also
validated the superposition principle for the prediction of the
board temperature distribution with multiple heat sources based
on the simulation for a single heat source. Kim et al.@4# simulated
two-dimensional conjugate mixed convection in a wide channel

with protruding heat blocks, with the conductivity ratio fixed at
10. As expected, the vertical-oriented channel was found to have a
better cooling effect than the horizontal-oriented channel. Ra-
madhyani et al.@5# investigated the interaction between two dis-
crete heat sources mounted flush on the bottom wall of a channel.
The flow in the channel was assumed to be a fully developed
laminar flow. They found that conductive heat transfer in the sub-
strate could be greater than the direct convective heat transfer, and
the upstream heat source imposed a much stronger influence on
the downstream heat source than the latter on the former. Nigen
and Amon@6# investigated the self-sustained oscillatory flows in a
grooved channel, and the conjugate conduction/convection forma-
tion was found to show different thermal characteristics from the
uniform heat flux representation.

In most of the previous work, the three-dimensional convective
transport in a duct was analyzed as a nonconjugate problem, and
the bottom surface was assumed to be either isothermal or at a
uniform heat flux@7–10#. Nicolas et al.@7# presented the stability
analysis of mixed convection flow in a horizontal duct, and the
critical values for Reynolds and Rayleigh numbers, corresponding
to different flow patterns, were obtained. Lin and his colleagues
@8–10# investigated the thermal transport and flow patterns in a
duct with the top and bottom kept at constant temperatures. Sev-
eral different flow patterns were found, and the stability diagram
was presented.

In contrast, much less attention has been paid to the three-
dimensional conjugate convection/conduction flow in a channel.
Lin et al. @11# conducted a combined experimental and numerical
study on the flow structure in a horizontal duct with thermally
conducting side walls, and uniform heat flux applied at the bot-
tom. The conduction into the side wall was found to influence the
vortex structure significantly. Choi and Kim@12# investigated the
mixed convection flow in a duct with a horizontal thermally con-
ducting board. The convective flow was divided into three re-
gimes based on 5% deviation between regimes. Correlations for
the average Nusselt number and the maximum temperature were
obtained.

The main objectives of the present research are the following.
First, the effects of thermal properties of the bottom board and the
spatial arrangement of the heat sources on the overall thermal
performance of the duct are studied. Much of the previous work
done in this area has been with two-dimensional simulations. In
the three-dimensional case, greater heat is dissipated via the con-
duction mode since the heat transport is spread out in the lateral
direction as well. Second, for a set of thermal properties, the spa-
tial arrangement, particularly the transverse separation, of the heat
sources on the board is optimized to obtain the best overall heat
transfer rate at given Reynolds and Grashof numbers. The results
obtained could form the basis for the design and optimization of
the cooling arrangement for a typical electronic system.

Governing Equations
The system under consideration in the present study is a hori-

zontal duct with discrete heat sources mounted flush on the bot-
tom, as shown in Fig. 1. A uniform fluxq9 is assumed to be
dissipated by each heat source. Several heat sources are deployed
on the bottom plate in the streamwise direction or in the spanwise
direction, and the leading edge of the upstream heat source is
located atLe54.0. The heat sources are not necessarily aligned
along the center axis. Thus, different three-dimensional geometri-
cal configurations are of interest. With the Boussinesq approxima-
tions, the dimensionless governing equations for the fluid and
solid regions can be expressed as follows:

The Fluid Region.

¹•VW 50 (1)

]VW

]t
1VW •¹VW 52¹P1

1

Re
¹2VW 2
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Re2
uḡ (2)

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
HEAT TRANSFER. Manuscript received by the Heat Transfer Division May 22, 2003;
revision received March 24, 2004. Associate Editor: K. S. Ball.

642 Õ Vol. 126, AUGUST 2004 Copyright © 2004 by ASME Transactions of the ASME

Downloaded 06 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



]u

]t
1VW •¹u5

1

Re Pr
¹2u (3)

The Solid Region.

VW 50 (4)
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1VW •¹u5
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Re Pr
¹2u (5)

Here,r a is the ratio of the thermal diffusivities, i.e.,as /af , andgW
is the unit vector in the direction of gravity.

The flow is initially assumed to be a three-dimensional devel-
oped flow in the fluid region with zero temperature everywhere,
i.e.,

V5W50, U5Udev, u50, for t,0 (6)

Here,Udev is the velocity of a fully developed flow, and the dis-
tribution can be obtained using the following expression given by
Shah and London@13#,

Udev5S m11

m D S n11

n D ~12u2Y21un!S 12U2Z

Ar
21UmD

wherem andn are constants dependent on the lateral aspect ratio,
Wd /H, of the duct. No-slip conditions are applied at all solid
surfaces. The side walls and the outer surface of the bottom plate
are taken as adiabatic, and the top plate is cooled and assumed to
be at a lower temperatureT0 , the ambient temperature. Therefore,
the boundary conditions can be summarized as follows:

U5V5W5
]u

]Z
50, Z50,Ar (7)

U5V5W5
]u

]Y
50, Y50 (8)

U5V5W5u50, Y511Hb (9)

U5Udev, V5W5u50, X50 (10)
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5

]W

]X
5

]u

]X
50, X5L (11)

Particular attention is directed at the solid-fluid interface when
considering the energy equation. In order to maintain the consis-
tency of heat flux at the interface, the harmonic mean formulation
for thermal conductivities, described in@14#, is employed.

Numerical Model and Code Validation
In an earlier paper@1#, a finite volume method~FVM!, with an

approach similar to the SIMPLER algorithm, was developed to
solve the preceding partial differential equations. The diffusion
and the convective terms were discretized using the center differ-
ence scheme~CD! and the second-order upwind scheme~SOU!,
respectively. However, the code has to be validated for conjugate
heat transfer. The code was used to simulate the three-dimensional
conjugate heat transfer in a duct with the outer surface of the
bottom wall insulated. The lateral aspect ratio of the duct was
taken as 10, in order to make the flow similar to the two-
dimensional channel flow described by Sugavanam et al.@3#. The
present calculations agree with those of Sugavanam et al. qualita-
tively, except that the predicted temperatures along the axis on the
solid-fluid interface are slightly lower than theirs. This is because
conduction in the spanwise direction is involved in the present
three-dimensional simulation. A grid dependence test was also
carried out to determine the appropriate grid. Three different grid
sizes were chosen to simulate the flow at Re5500 and Gr5106.
It’s found that all solutions for the chosen dependent variables are
quite close for the different grid systems, and the maximum dif-
ference is within 5.0%, and thus the nonuniform grid system with
size of 131331351, is chosen for the following calculations.

Results and Discussion

Multiple Streamwise-Deployed Heat Sources. As shown in
Fig. 1~b!, two heat sources are deployed on the board in the
streamwise direction, and the entry portion lengthLe is taken as 4.
The normalized temperature and the local Nusselt number results
are presented as three-dimensional distributions in Fig. 2. The
second heat source has higher temperatures and lower Nusselt
numbers than the upstream heat source. The temperatures far
downstream are essentially uniform. The Nusselt number down-
stream of the second heat source takes the flat ‘‘M’’ form, and
negative values appear along the axis. The appearance of negative
Nusselt numbers in the wake implies that the substrate is heated
by the fluid.

In order to study the interaction between the heat sources, the
approach described in@5# is employed here. The average tempera-
ture and the ratio of heat conduction to the total heat transfer are
normalized by the corresponding values for the case of a single
heat source. The normalized variables are represented by an aster-
isk. Figure 3 presents the variation of the average temperature, the
normalized average temperature and the normalized ratio of heat
conduction to total heat transfer, with the spacingS between the
heat sources. In the top figure, the temperatures for both the heat
sources drop with an increase in spacingS, but asS becomes
large, S>4, the temperature of the first heat source attains an
essentially constant value. This means that the second heat source
does not affect the first heat source at larger spacings, which is an
expected behavior. More evident interaction between the heat
sources can be seen in the middle figure. First, the normalized
average temperature is not less than 1, which implies that the
presence of another heat source always increases the average tem-
perature except at very large spacings. Second, whenS<4, the
second heat source has a significant effect on the first one. The
effect becomes weaker with an increase in the spacingS. Third,
the first heat source has a pronounced effect on the second heat
source, even for large spacings,S>5. It is found that, even atS
55.0, the average temperature of the second heat source increases
by 15% due to the presence of the first heat source. In the bottom
figure, the normalized ratio of conduction heat transfer to the total
heat transfer from the first heat source is asymptotic to 1, since the
effect of the second heat source is weakened withS increasing.
However, the profile for the second heat source is fairly constant,
and is at around 1.005. The normalized ratio is greater than unity,
so that conduction heat transfer over the second heat source is
slightly more important than that in the case of a single heat

Fig. 1 „a… Geometrical configuration for three-dimensional
flow in a duct with flush-mounted discrete heat sources; „b…
stream-wise arrangement of sources; „c… spanwise arrange-
ment of sources
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source. In other words, the convection heat transfer component
decreases, since the total heat transfer rate remains constant.

The effect of thermal properties of the substrate material is
further illustrated in Fig. 4. The higher the thermal conductivity
ratio, the lower the average temperature for both the heat sources,
and more important the conductive heat transfer. It is noted that
the difference between the average temperatures of the two heat
source decreases asr k is increased. A high thermal conductivity in
the substrate makes the temperature distribution on the fluid-solid
interface more uniform. The ratio of conduction heat transfer rate
increases withr k , and the values for the second heat source re-
main greater than those for the first heat source. Conduction plays
a more important role for the second heat source than for the first
heat source, except whenr k is very small, say 0.1, for which
conduction heat transfer is less than 1% of the total heat transfer
rate.

Figure 5 shows the variation of the average temperature and the
ratio of convective heat transfer to total heat transfer over the heat
sources with the Reynolds number. At large Reynolds numbers,
convection is expected to prevail over conduction, and the average
temperature decreases. The difference between the average tem-
peratures of the two heat sources is almost the same except at
Re5100. The buoyancy effects become stronger as the Reynolds
number decreases, and longitudinal vortices may occur after the

flow is heated, as described in@1#. This secondary flow pumps the
hot fluid upwards to the cold top plate and, therefore, improves
the local heat transfer. Such vortices do not occur at higher Rey-
nolds numbers, say at Re5500. With an increase in the Reynolds
number, the forced convection transport is enhanced, and more
heat is dissipated directly into the fluid, as shown in the bottom
figure. Convection heat transfer from the upstream heat source is
greater than that from the second heat source, which results from
the fact that the fluid temperature in the wake of the first heat
source is higher than that in the entry portion of the duct. As seen
for the temperature difference, the difference in convection heat
transfer, between the two heat sources, does not change signifi-

Fig. 2 The distributions of temperature „top figure… and the
local Nusselt number „bottom figure … on the fluid-solid inter-
face, in the case of two streamwise-deployed heat sources,
with ReÄ500, GrÄ 106, r kÄ50, WhÄ1, and SÄ2

Fig. 3 The effect of axial spacing S between heat sources on
the average temperature „top figure…, the normalized average
temperature „middle figure …, and the normalized ratio of con-
ductive heat transfer to total heat input „bottom figure… from the
heat sources, in the case of two streamwise-deployed sources,
for ReÄ500, GrÄ 106, and r kÄ50
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cantly with Re. This implies that the interaction between the two
heat sources does not change very much with the Reynolds num-
ber in the forced convection region. In view of the bottom figures
in Figs. 4 and 5, one may conclude that convective heat transfer
from the first heat source is always greater than that from the
second heat source, while conductive heat transfer is less than that
from the second heat source.

It is also of interest to find the effects of the spatial arrangement
of the heat sources. Figure 6 indicates how the location of the
second heat source affects the average temperatures of both the
heat sources. First, the change of location for the second heat
source does not have a significant influence on the first heat
source. Second, at lower Reynolds numbers, it may be wise to put
the second heat source in the center of the wake of the first heat
source, since it can benefit from the secondary flow induced by

the first heat source. For large Reynolds numbers, there must exist
a trade-off location for the second heat source. At the axis of the
duct, the axial velocityu is at its maximum value, and a higher
velocity results in higher heat transfer, but it is also in the wake of
the first heat source, which worsens the heat transfer. It can be
seen that the trade-off location at Re5500 isE52.5. This optimal
location is dependent on the flow condition and the thermal con-
ductivity of the substrate.

Multiple Spanwise-Deployed Heat Sources. In the preced-
ing calculations, it was found that the second heat source always
has a higher average temperature due to the wake of the first heat
source. Now we consider the case in which the heat sources are
deployed in the spanwise direction, as sketched in Fig. 1~c!. The
spanwise width of the duct is kept unchanged, i.e.,Wd54. As
shown in Fig. 7, two heat sources are deployed symmetrically
about the axis. The distributions of temperature and the local Nus-
selt number show the symmetry. Let us consider the differences
between the spanwise and the streamwise arrangements of the
heat sources. Two cases with the same spacing,S5Sh51, be-
tween the heat sources, and the same thermal conductivity ratio
r k510, and same Reynolds and Grashof numbers, are chosen for
the comparison. For the streamwise arrangement, the average tem-
peratures of the first and the second heat sources can be found in
Fig. 4, and they are 0.048 and 0.062, respectively. For the case
with the spanwise arrangement, the average temperatures of both
heat sources are 0.0514, which is much closer to the temperature
of the first heat source in the streamwise arrangement.

Figure 8 shows the variation of the average temperature and
convective heat transfer rate with the spanwise spacing. The mini-
mum temperature occurs atSh50.8. There are two competing
factors to determine the average temperature. One is the negative
effect from the neighboring heat source. The thermal boundary
layer develops in the spanwise direction as well. It is apparent that
the influence from neighboring heat sources weakens as the spac-
ing between them increases. The ratio of convective heat transfer
decreases from the very close arrangement untilSh51.0, where it
hits the minimum value. Because the influence of the neighboring
heat source weakens, a higher conductive heat transfer is ob-
tained. However, when the heat source moves very close to the
side walls, conduction in the direction toward the side wall is
weakened, since the side walls are insulated, and convection heat
source is also decreased because of a lower axial velocity. This
can be seen very clearly in the bottom figure. The conduction in
the streamwise direction, including both upstream and down-

Fig. 4 The effect of conductivity ratio r k on the average tem-
perature „top figure… and ratio of conduction to total heat trans-
fer of heat sources „bottom figure …, in the case of two
streamwise-deployed sources, at Re Ä500, GrÄ106, and SÄ1.
HEAT1 and HEAT2 represent the first and the second heat
sources in the streamwise direction, respectively.

Fig. 5 Variations of the average temperature „top figure… and
ratio of convection to total heat transfer „bottom figure … over
heat sources, with Reynolds numbers, in the case of two
streamwise-deployed sources, at Gr Ä106 and r kÄ10. HEAT1
and HEAT2 represent the first and the second heat sources in
the streamwise direction, respectively.

Fig. 6 Variation of the average temperature with the spatial
arrangement of the second heat source on the bottom, in the
case of two streamwise-deployed sources, for Gr Ä106, r k
Ä10, SÄ1, ReÄ100 „top figure…, and ReÄ500 „bottom figure…

Journal of Heat Transfer AUGUST 2004, Vol. 126 Õ 645

Downloaded 06 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



stream directions, remains almost unchanged. However, conduc-
tion toward the axis in the spanwise direction increases very
quickly, and conduction toward the side wall drops when the heat
source is moved close to the side wall. But the decrease in con-
vection is not as much as the decrease in conduction. This is why
the ratio of convection to the total heat transfer increases when the
heat source is moved closer to the side wall.

Conclusions
Three dimensional conjugate heat transfer in a duct with dis-

crete flush-mounted heat sources has been investigated numeri-
cally. Interest lies in both streamwise and spanwise separation of
sources. When the heat sources are mounted in the streamwise
direction, the upstream heat source is found to affect the down-
stream heat source significantly, while the latter has a negligible
effect on the former when the spacing is large. The ratio of con-
vection to the total heat transfer from the upstream heat source is
larger than that from the downstream one, but the ratio of conduc-
tion to the total heat transfer is less than that from the downstream
heat source. The spanwise arrangement of heat sources may result
in a lower global average temperature for the two heat sources.
The possibility of optimizing the location for maximum heat
transfer is evident from these results.
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Nomenclature

Ar 5 lateral aspect ratio, Ar5Wd /H
E 5 distance to the side wall

Gr 5 Grashof number, Gr5(gbH2q)/kfn
2

H 5 duct height
Hb 5 thickness of the bottom plate

k 5 thermal conductivity
L 5 dimensionless duct length scaled byH

Le 5 dimensionless entry duct length scaled byH
Nu 5 Nusselt number

p 5 pressure
P 5 dimensionless pressure,P5p/rum

2

Pr 5 Prandtl number
q 5 heat transfer rate from heat sources

q9 5 heat flux from heat sources
r k 5 ratio of thermal conductivities,r k5ks /kf
r a 5 ratio of thermal diffusivities,r a5as /a f
Ra 5 Rayleigh number, Ra5GrPr
Re 5 Reynolds number, Re5umH/n

S 5 streamwise spacing between sources
Sh 5 spanwise spacing between sources

t 5 time
T 5 temperature

T0 5 the temperature of the inflow fluid
um 5 average inflow velocity

U, V, W 5 dimensionless velocity components in thex, y,
andz direction scaled byum

Udev 5 velocity of the fully developed flow
Wb 5 width of the square heat source
Wd 5 width of the duct

X, Y, Z 5 Cartesian coordinates

Greek Letters

a 5 thermal diffusivity
b 5 volumetric thermal expansion coefficient
u 5 dimensionless temperature,u5(T2T0)Hkf /q
n 5 kinematic viscosity
t 5 dimensionless time,t5(tum /H)

Fig. 7 The temperature distribution „top figure… and the local
Nusselt number „bottom figure … on the fluidsolid interface, in
the case of two spanwise-deployed sources, for Re Ä500, Gr
Ä106, r kÄ10, WhÄ1, and ShÄ1

Fig. 8 The average temperature and the ratio of direct convec-
tion to total heat transfer „top figure…, and the ratios of heat
transfer in each direction to total heat transfer „bottom figure …

from the heat sources at different spanwise spacings Sh , in the
case of two spanwise-deployed sources, for Re Ä500, GrÄ106,
WhÄ1, and r kÄ10. CD-UPS, DWS, WAL, and CNT represent
heat conduction in the directions to the upstream, to the down-
stream, to the side-wall, and to the axis, respectively.
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Subscripts

f 5 fluid properties
s 5 solid properties
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Use of Wavelets for Analyzing
Transient Radiative Heat Transfer in
an Inhomogeneous Medium
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Transient radiative heat transfer in a two-dimensional inhomoge-
neous rectangular medium is considered. The medium is gray,
absorbing, emitting and strongly scattering, and bounded by cold,
black walls. Inhomogeneous zones of various sizes are placed at
different locations within the medium. The incident radiant energy
due to a short laser pulse produces a highly transient and unique
transmittance, which is investigated. The discrete wavelets method
is used to solve the corresponding equation of transient radiative
transfer. The time dependent transmittance for various inhomoge-
neous areas and the significance of the size and location of the
inhomogeneous zones are computed.@DOI: 10.1115/1.1773193#

Keywords: Heat Transfer, Laser, Radiation, Scattering, Transient

Introduction
This paper deals with transient radiative heat transfer in a two-

dimensional medium, containing an inhomogeneous zone of vary-
ing size, location and optical parameters. Guo and Kumar@1# used
the discrete ordinates method to solve the radiation transfer equa-
tion ~RTE! in a similar case to the one considered in this work,
namely a laser beam impinging on one of the boundaries. They
considered an inhomogeneous zone at the center of the host me-
dium and examined the transmittance results. In the present work,
the discrete wavelet analysis@2# is applied, because of its capabil-
ity of modeling the localized variations in the intensity field. In
this paper first the discrete wavelet method is applied and then the
transmittance results are presented.

Formulation
For two-dimensional Cartesian coordinates, the transient RTE

can be written as

1

c

]I

]t
1jA12m2

]I

]y
1m

]I

]z
1bI 5S (1)

where I 5I (t,y,z,m,j) is the radiative intensity and the angular
parameters arem5cosu andj5sinf. The system geometry for a
rectangular enclosure containing an absorbing, emitting and
highly scattering host medium is sketched in Fig. 1. A collimated
laser pulse impinges on the medium at the center of the bottom
wall. The radiative heat transfer problem is treated by separating
the intensity into its diffuseI d and collimatedI c parts@3#.

The solution to the collimated portion of the problem is

I c~ t,z,m!5I 0e2bz$H@ t2~z/c!#2H@ t2tp2~z/c!#%dm,1 (2)

where I 0 is the incident laser intensity;tp is the duration of the
laser pulse, andd is the Kroneckerd-function. H is Heaviside’s
unit step function

H~ t !5H 0, t,0,

1, t.0.
(3)

When the collimated laser beam enters the medium, it is absorbed,
reemitted and scattered by the medium. This results in a radiative
transfer problem of diffuse intensities. The transfer equation for
the diffuse intensity,I d , can be written as

1

c

]I d

]t
1jA12m2

]I d

]y
1m

]I d

]z
1bI d5S (4)

with a source functionS

S~ t,y,z,V!5kI b~y,z!1
s

4p E
4p

I d~ t,y,z,V8!F~V8,V!dV8

1Sc . (5)

Sc is the contribution of collimated intensity to the source function
and is defined as

Sc~ t,z,m!5
s

2
I 0e2bz$H@ t2~z/c!#2H@ t2tp2~z/c!#%F~m,1!.

(6)

In this work, the wavelet method is used to solve the transport
equation given in Eq.~4!. The Daubechies’ wavelets are chosen as
the basis functions. These basis functions have only applicability
in @0,1#. However,m and j have values from negative one to
positive one. To overcome this limitation, we divide the angular
domain into four subdomains, and denote the diffuse intensityI d
with i, j, k, 1 in these subdomains@2#. Then we expand the inten-
sity into its wavelet basis in each subdomain:

i 5(
m

(
n

am,n~ t,y,z!•Wm,n~m,j!

where 0<m,1 and 0<j,1 (7a)

j 5(
m

(
n

bm,n~ t,y,z!•Wm,n~m,j!

where 21<m,0 and 0<j,1 (7b)

k5(
m

(
n

cm,n~ t,y,z!•Wm,n~m,j!

where 0<m,1 and 21<j,0 (7c)

l 5(
m

(
n

dm,n~ t,y,z!•Wm,n~m,j!

where 21<m,0 and 21<j,0 (7d)

wheream,n , bm,n , cm,n , anddm,n are wavelet expansion coeffi-
cients, andWm,n are the two dimensional wavelets. Substitution of
Eqs. ~7! into Eq. ~4! and application of Galerkin’s method yield
the following set of hyperbolic partial differential equations:

1

c

]am,n

]t
1(

m
(

n
FAmm8,nn8

]am,n

]y
1Bmm8,nn8

]am,n

]z G1bam8,n8

5S•dm8,1•dn8,1 (8a)

1

c

]bm,n

]t
1(

m
(

n
FAmm8,nn8

]bm,n

]y
2Bmm8,nn8

]bm,n

]z G1bbm8,n8

5S•dm8,1•dn8,1 (8b)

1

c

]cm,n

]t
1(

m
(

n
F2Amm8,nn8

]cm,n

]y
1Bmm8,nn8

]cm,n

]z G1bcm8,n8

5S•dm8,1•dn8,1 (8c)
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1

c

]dm,n

]t
1(

m
(

n
F2Amm8,nn8

]dm,n

]y
2Bmm8,nn8

]dm,n

]z G1bdm8,n8

5S•dm8,1•dn8,1 (8d)

wherem, m8, n, n851, . . . ,N. N indicates the level of the wave-
let expansion, and variables am,n5am,n(t,y,z), bm,n
5bm,n(t,y,z), cm,n5cm,n(t,y,z) and dm,n5dm,n(t,y,z) are
wavelet expansion coefficients.Amm8,nn8 andBmm8,nn8 are defined
as

Amm8,nn85E
m50

1 E
j50

1

~jA12m2!Wm,n~m,j!•Wm8,n8~m,j!djdm

(9a)

Bmm8,nn85E
m50

1 E
j50

1

m•Wm,n~m,j!•Wm8,n8~m,j!djdm

(9b)

The boundary conditions for Eq.~8a! in its most general form are
@2#

am8,n8~ t,y52H/2,z!

5H «1•I b~y52H/2,z!1
r1

p (
m

(
n

@cm,n~ t,y52H/2,z!

1dm,n~ t,y52H/2,z!#E
0

1E
0

1

Wm,n~m,j!
m

A12j2
dmdjJ

•dm8,1dn8,1 (10a)

am8,n8~ t,y,z50!5H «1•I b~y,z50!1
r1

p (
m

(
n

@bm,n~ t,y,z50!

1dm,n~ t,y,z50!#

3E
0

1E
0

1

Wm,n~m,j!
m

A12j2
dmdjJ

•dm8,1dn8,1 (10b)

Similar expressions can be written for Eqs.~8b!, ~8c!, and~8d!.
The set of hyperbolic partial differential, given by Eqs.~10!, can

be solved by applying an upwind finite difference scheme, pro-
vided that proper initial conditions for the intensity are imple-
mented.

Special attention needs to be paid to the choice of the time step,
Dt, to assure the solution method is stable, physically realistic,
and that the numerical diffusion is minimal. The distance that light
travels in the time step,cDt, should not exceed spatial mesh size,
i.e.,cDt,min(Dy,Dz). To reduce the numerical diffusion, the time
step should be chosen in such a way that value of the Courant
number be close to one.

Results
In this section, the transient transmittance characteristics due to

a short laser pulse interacting with an inhomogeneous medium in
a square enclosure are investigated. The medium absorbs and scat-
ters the radiation. Emission from the medium, however, is negli-
gible compared to the intensity due to the laser beam~both the
laser beam itself and the intensity scattered away!. The optical and
geometrical parameters of the host medium are as follows:L
5H510 mm, s51 mm21, k50.01 mm21, andns51.4 ~Fig. 1!.
The ultra-short laser beam is incident on the bottom wall at the
position (y50, z50). The duration of the pulse istp51 ps and
the width of the laser beam isdc50.1 mm ~Fig. 1!. Initially, the
intensity is zero; that is, no radiative transfer is present. Radiative
transfer within the medium is triggered by the laser pulse incident
on the medium at the bottom wall.

Various rectangular inhomogeneous zones with different di-
mensions are placed at different locations in the medium~Table
1!. The optical properties of the inhomogeneous zones are chosen
as s151.2 mm21, k150.2 mm21, and ns151.4. The refractive
indexes of the medium and inhomogeneous zone are chosen to be
the same; therefore the light beam does not change direction after
entering the inhomogeneous zone.

We group the inhomogeneties in Table 1 as follows:~i! A, B, C,
and D are all located at the centerline of the enclosure but they

Fig. 1 Sketch of the two dimensional system

Table 1 Shapes, dimensions and locations of the inhomoge-
neous zones
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differ in size.~ii! E, F, andG have the same size asC; however,
they are positioned away from the centerline. Temporal transmit-
tance results at the center of the top wall for these two groups are
compared with those of the homogeneous medium in Fig. 2. After
the laser pulse completely passes through the top wall~after the
sharp initial rise in the transmittance profiles!, each inhomogene-
ity exhibits distinct profiles. For the first group of inhomogeneties,
it is apparent from Fig. 2~a! that as the size of the inhomogeneous
zones increases, the magnitude of the radiative heat fluxes leaving
the top wall decreases, but the temporal profiles remain similar.
However, for the second group, the profile is less affected as the
inhomogeneity is placed farther away from the centerline. From
these results, it is evident that a size change has a pronounced
effect on the transmittance values. Overall, a size change size is
more distinguishable than that of a location change of the inho-
mogeneity, in terms of the temporal transmittance results at the
top wall.

The same observations are more apparent from the spatial
transmittance distribution on the top wall~Figs. 3 and 4!. These
results are shown for timet593 ps, which means that the colli-
mated portion of the laser pulse has already passed through the
top wall and the profiles seen in the figures are solely due to

diffuse ~scattered!intensities. The heat flux is at its maximum
value at the center of the top wall since the largest concentration
of the scattering occurs along the centerline where the initial,
collimated laser pulse travels. When an obstacle is placed at cen-
terline, a significant reduction in this value must occur. As the size
of the zone increases, the spatial transmittance profile flattens and
a dip is created. Placing the inhomogeneous zone at different lo-
cations within the medium also greatly alters the spatial transmit-
tance profile~Fig. 4!. As the inhomogeneity moves to the right
~inhomogenetiesE, F, G!, spatial transmittance profiles slant to
the left and the minimal point of the profiles shift to the right.
These minimal points coincide with the centerlines of the inho-
mogeneties. It is also noteworthy that the path of laser does not go
through any of the off-centered inhomogeneties~E, F, and C!.
Since the inhomogeneties considered here have higher scattering
coefficients, they create a blocking effect by scattering of photons.
As an inhomogeneity moves away from the laser beam, the block-
ing effect is reduced.

Discussions and Conclusions
Formulation of the transient radiative transfer within a highly

scattering medium with a laser beam impinging on one of the
boundaries is given in the first section. To verify the accuracy of
the method, the reflectance results for a homogeneous medium
with the system parametersL5H510 mm, s50.997 mm21,
k50.003 mm21, ns51.33, tp510 ps, anddc51 mm are com-
pared with those calculated by the Monte Carlo method@4#. The
reflectance values at the center of the bottom wall display less
than 1% deviation up to 10 ps. The difference in the results in-
creases to 5% in the time interval 10 ps–40 ps, and again reduces
to less than 1% after 40 ps. The heat balance within the same
system is also calculated as a means of verifying the accuracy of
the method. The heat gain to the system is only due to the incident
laser beam. The heat losses from the medium consist of the heat
losses through the boundaries and the absorbed energy by the
medium~assuming that the absorbed energy is not reemitted to the
medium!. However, the contribution of the absorption to the heat
loss is very small~k50.003 mm21! compared to the scattered
intensity ~s50.997 mm21! and can be neglected. The heat bal-
ance as the ratio of the heat loss over the heat gain is calculated as
to be 0.998 after 200 ps.

The method is applied to a system with various inhomogene-
ties. The geometry and the locations of the inhomogeneties are
altered, and temporal and spatial transmittance results at the top
wall are plotted in Figs. 2–4. These results are compared both

Fig. 2 Comparison of logarithmically varied temporal trans-
mittance results of the homogeneous medium „sÄ1 mmÀ1,
kÄ0.01 mmÀ1

…, „a… inhomogeneous media A, B, C, D and „b…
inhomogeneous media C, E, F, G

Fig. 3 Comparison of transmittance distributions over the top
wall at time tÄ93 ps for inhomogeneties with different sizes
„A,B,C,D…. Optical parameters of inhomogeneties are s1
Ä1 mmÀ1, k1Ä0.01 mmÀ1.

Fig. 4 Comparison of the transmittance distributions of homo-
geneous medium and inhomogeneous media C, E, F and G at
time tÄ93 ps. Optical parameters of inhomogeneties are s1
Ä1 mmÀ1, k1Ä0.01 mmÀ1.
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with those of the homogeneous medium and with each other. As it
can be seen from the figures, valuable information about the lo-
cations, shapes and optical properties of the inhomogeneous zones
can be obtained from the transmittance profiles.

The current work shows that the wavelet method is applicable
to transient radiation problems with inhomogeneous medium and
produces fairly accurate results. The prospects of increasing its
accuracy and stability should be investigated by reformulating it
using different wavelet basis and higher-order numerical differ-
ence schemes in the spatial domain.

Nomenclature

am,n , bm,n ,
cm,n , dm,n 5 wavelet expansion coefficients

c 5 speed of light
H(t) 5 Heaviside’s unit function

H 5 width of two-dimensional enclosure
H1 5 width of inhomogeneous zone

I 5 radiative intensity
I 0 5 intensity of laser
L 5 height of two-dimensional enclosure

ns 5 refractive index
S 5 source function
t 5 time

W 5 wavelet functions
x, y, z 5 Cartesian coordinates

Greek Symbols

b 5 extinction coefficient
d 5 Kronecker’sd function

« 5 emissivity of surface
f 5 azimuthal angle
k 5 absorption coefficient

m, j 5 angular parameters
u 5 polar angle
r 5 reflectivity of surface
s 5 scattering coefficient
t 5 optical thickness
v 5 single scattering albedo
F 5 scattering phase function
V 5 solid angle

Subscripts

1 5 inhomogeneity
c 5 collimated
d 5 diffuse

Superscripts

8 5 incoming directions
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An analytical solution is proposed to calculate the thermal con-
striction resistance for an eccentric circular spot with uniform flux
on a semi-infinite circular heat flux tube. This solution is devel-
oped using the finite cosine Fourier transform and the finite Han-
kel transform. It allows to calculate the stationary three-
dimensional temperature distribution and the thermal constriction
resistance. The results of proposed solution are in agreement with
available theoretical and experimental studies. We show that the
thermal constriction resistance for an eccentric contact is greater
than the one of a centered contact (few tens percent), which is
consistent with recent studies on random contacts. A simple cor-
relation is also proposed to calculate the thermal constriction
resistance as a function of the eccentricity and the relative contact
size. @DOI: 10.1115/1.1778189#

Keywords: Conduction, Contact Resistance, Interface, Rough-
ness, Tribology

1 Introduction
Thermal constriction is an important phenomenon which occurs

at the interface of two solids due to surface defects~flatness,
roughness of first, second order . . . !. This phenomenon is mod-
eled by a thermal constriction resistanceRc which is an intrinsic
parameter. Several analytical solutions have been developed in the
literature in order to calculateRc according to contact shape and
boundary conditions~e.g., Bardon@1#, Cooper et al.@2#, Yovanov-
ich @3#, Beck@4#, Degiovanni et al.@5#, Tio and Sadhal@6#!.

The models proposed in the literature are generally based on
idealized contact areas, where the asperities are assumed identical
and regularly distributed over the contact plane. In practice, the
real contact areas are different, and their distribution is random.
Experimental studies based on the use of the electric analogy has
been performed by Bardon@1# and Cooper@7# to examine the
effect of the eccentricity of a unique contact on the evolution of
the thermal constriction resistance. The authors have shown that
the constriction resistance increases with the increase of the ec-
centricity. Theoretical studies have also carried out the analysis of
the effect of random contacts on the evolution of thermal contact
resistance@8,9#.

In this paper, an analytical solution for an eccentric spot on the
surface of a semi-infinite circular heat flux tube is presented. The
cosine Fourier and finite Hankel transforms are used to solve the
heat conduction equation for this configuration. The details of
calculation, comparison with available experiments and a simple
correlation are presented and discussed.

2 Problem Formulation
We consider a laterally insulated semi-infinite cylinder, with

thermal conductivityk, radiusb, and zero reference temperature
~Fig. 1!. The face,z50, is subjected to a uniform circular heat
sourceq, with radiusa, for which the axes is at a distancee, from
the center of cylinder. The remainer of this face is insulted. The
heat conduction into the cylinder is three-dimensional, except
for the case whene50 ~for which the problem becomes
axisymmetric!.

The governing equations of steady thermal regime can be writ-
ten as follows:

Equation of Heat.

¹2T~r ,u,z!50 (1)

Symmetry Conditions With Respect tou-Direction.

S ]T

]u D
r ,0,z

50 (2)

S ]T

]u D
r ,p,z

50 (3)

Boundary Conditions With Respect to r-Direction.

~T!0,u,z is finite (4)

S ]T

]r D
b,u,z

50 (5)

Boundary Conditions With Respect toz-Direction.

2kS ]T

]zD
r ,u,0

5H q ~at contact!

0 ~elsewhere!
(6)

Tr ,u,z→`50 (7)

3 The Solution

3.1 Temperature Distribution. Taking into account of the
symmetry with respect tou-direction, we first apply the cosine
Fourier transform to Eqs.~1! to ~7! as

T̃5
1

p E
0

p

T cos~mu!du (8)

Then, Eqs.~1! to ~7! become

]2T̃

]z2
1

1

r

]

]r S r
]T̃

]r D 2m2T̃50 (9)

~ T̃!0,z is finite (10)

S ]T̃

]r D
b,z

50 (11)

2kS ]T̃

]zD
r ,0

5H q̃ ~at contact!

0 ~elsewhere!
(12)

T̃r ,z→`50 (13)

As a second step, we apply to Eqs.~9! to ~13! the finite Hankel
transform with respect tor-direction as

T5 5E
0

b

rT̃Jm~bnr !dr (14)

whereJm is the Bessel function of first kind of orderm, andbn
are the roots of the following transcendental equation

Jm8 ~bnb!50 (15)
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Then, Eqs.~9! to ~13! become

d2T5

dz2
2bn

2T5 50 (16)

2kS dT5

dzD
z50

5q5 (17)

T5 z→`50 (18)

The solution of the transformed temperatureT5 can be written as

T5 5
q5 exp~2bnz!

kbn
(19)

In order to determineq5 we apply the above integral transforms
~8! and ~14! to the eccentric contact region as

q55qE E
~Ac!

cos~mu!rJm~bnr !drdu (20)

whereAc is the contact area, withAc5pa2. The double integral
~20! is difficult to solve because the limits of integration with
respect tor-direction andu-direction are dependent. In order to
perform these integrations we apply a coordinates transformation.
For that, we consider the scheme of Fig. 1 and the triangle (0M P)
for which we can write the relationship

r 25e21r222er cos~f! (21)

The termsJm(bnr )cos(mj) in Eq. ~20! can be expressed in the
referential~r,f! by using the following relationship@@10#, p. 363#

Jm~bnr !cos~mj!5 (
k52`

`

Jk~bnr!Jk1m~bne!cos~kf! (22)

The double integration in this referential is easy to calculate and
allows to writeq5 in the following form:

q55q (
k52`

` F E
f50

2p

cos~kf!dfE
r50

a

rJk~bnr!Jk1m~bne!drG
(23)

where

E
f50

2p

cos~kf!df5H 2p ~k50!

0 ~kÞ0!
(24)

Only the case when (k50) in the term in cos(kf) has non zero
integral. Then, Eq.~23! becomes

q55qJm~bne!E
r50

a

rJ0~bnr!dr (25)

Let

q55qa
J1~bna!Jm~bne!

bn
(26)

To determine the temperature, we apply the inverse transforms as

T̃52(
n50

`
bn

2Jm~bnr !

@~bnb!22m2#Jm
2 ~bnb!

T5 (27)

for the finite Hankel transform, and

T5 (
m50

`

em cos~mu!T̃H em51:m50
em52:mÞ0 (28)

for the finite cosine Fourier transform.
The temperatureT, can be written as follows:

T5
2qa

k H (
n51

`
J0~bnr !J1~bna!J0~bne!e2bnz

~bnb!2J0
2~bnb!

12(
m51

`

(
n51

`
Jm~bnr !J1~bna!Jm~bne!cos~mu!e2bnz

@~bnb!22m2#Jm
2 ~bnb!

J
(29)

3.2 Thermal Constriction Resistance. The thermal con-
striction resistance due to a spot is defined as

Rc5
DTc

qpa2
5

Tc2Ta

qpa2
(30)

whereTc andTa are the average temperatures of the real contact
area and the apparent contact area respectively. Here,Ta50 ~be-
causeTz→`50). The expression ofTc is obtained by integration
of Eq. ~29! over the spot area as follows:

Tc5
4qb

pk H (
n51

`
J1

2~bna!J0
2~bne!

~bnb!3J0
2~bnb!

12(
m51

`

(
n51

`
J1

2~bna!Jm
2 ~bne!

~bnb!@~bnb!22m2#Jm
2 ~bnb!

J (31)

Then, the thermal constriction resistance can be written as

Rc5
4b

p2ka2 H (n51

`
J1

2~bna!J0
2~bne!

~bnb!3J0
2~bnb!

12(
m51

`

(
n51

`
emJ1

2~bna!Jm
2 ~bne!

~bnb!@~bnb!22m2#Jm
2 ~bnb!

J (32)

4 Results and Discussion

4.1 The Particular Case „eÄ0…. To validate this model,
we consider the particular case of a unique circular contact, with
radiusa, centered on a circular flux tube@3–6#, with radiusb, and
receiving a uniform heat fluxq. For this configuration, we have
(e50) andJm(bne)50 in Eq. ~32! except the particular value
(m50) for which J0(bne)51. Using the dimensionless expres-
sion of the thermal constriction resistance,c5RckAAc ~with Ac

5pa2) we deducec as follows:

c05c~e50!5
4b

Apa
(
n51

`
J1

2~bna!

~bnb!3J0
2~bnb!

(33)

Fig. 1 An eccentric spot on circular heat flux tube
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This expression is consistent with that predicted by the authors
of references@3–6#.

4.2 Comparison With Available Experimental Results
The second validation of the proposed solution is about the com-
parison with experimental works@1,7#. The authors have studied
the evolution of the constriction resistance by electrical analogy
for a unique contact with circular shape~radiusa! on a circular
flux tube~radiusb! varying the ecentricitye and the relative con-
tact size«5a/b. To perform the calculation ofRc from Eq. ~32!
the upper limits of series summation are adjusted as a function of
« value ~see Table 1!. Figure 2 shows a comparison between the
present model and Bardon@1# and Cooper@7# experiments, for
several values of«. The results are in agreement. They show that
the constriction resistance increases with the increase in the ec-
centricity of the spot and that this effect is more pronouced when
the« value is high. The increase of the constriction resistance with
the increase of the eccentricity is very small for the small eccen-
tricity ~lower to 10 percent untile/b'70 percent!and becomes
important beyond this threshold. This phenomenon is due to the
edge effect that becomes more pronounced when the spot ap-
proaches the contour of flux tube. Otherwise, the maximum rela-
tive difference between an eccentred and a centred contact varies
from 35 percent to 58 percent when« varies from 0.05 to 0.9. This
result is consistent with recent works for random contacts@8,9#.

5 Proposed Correlation
The use of solution~32! requires the determination of roots of

the transcendental equation~15! and the convergence of double
series. In order to facilitate the calculation of the thermal constric-
tion resistance due to an eccentric spot, we propose a simple cor-
relation. To perform this correlation we first establish a correlation
given the maximum value of constriction resistance, denoted
cmax, which corresponds to the maximum eccentricity, i.e.,emax*
512«, as a function of« andc0 . This correlation can be written
as

cmax5c~emax* !51.5816«0.0528c0 (34)

with an accuracy greater than 98.98% for« between 0.05 and 0.9.

The constriction resistance varies betweenc05c(e* 50),
which is the minimum value ofc, andcmax, which is the maxi-
mum value ofc. We propose the following dimensionless corre-
lation to calculatec as a function of« ande:

c* 5
c

c0
511@1.5816~a/b!0.052821#S e

b2aD 1.76S a

b2eD 0.88

(35)

wherec0 is given by the following correlation@11#:

c050.4789020.62076~a/b!10.114412~a/b!310.01924~a/b!5

10.00776~a/b!7 (36)

Figure 3 compares the evolutions ofc/c0 between the exact
solution~32! and the proposed correlation~35! as a function of the
dimensionless eccentricitye* for several values of the relative
contact size«. The range of« is between 0.05 and 0.9. For the all
plotted points, the relative difference is between22 percent and 4
percent.

6 Conclusions
In this paper, an exact analytical solution was developed in

order to calculate the thermal constriction resistanceRc for an
eccentric contact on a circular heat flux tube. The evolution ofRc
is given as a function of two parameters:~i! the relative contact
size « and (i i) the eccentricity of spote. It is shown thatRc
increases with the increase in the eccentricity and this effect is
more pronounced when the« value is high. The relative difference
is between 35 percent~for «50.05! and 58 percent~for «50.9!.
These values are consitents with that obtained for random con-
tacts. The theoretical results are in agreement with available ex-
perimental studies. Taking into account the difficulty to determine
the eigenvalues of the transcendental equation and to ensure the
convergence of series we have performed a simple correlation,
which is accurate for a large range of« values.

Nomenclature

a 5 radius of contact
A 5 area
b 5 radius of heat flux tube
e 5 eccentricity of contact
k 5 thermal conductivity
q 5 heat flux density

r, u, z 5 polar coordinates
Rc 5 thermal constriction resistance

Table 1 Number of terms for the convergence of series in Eq.
„32…

« 0.02 0.05 0.1 0.3 0.5 0.7 0.9

single summation 200 180 100 50 40 30 20
double summation 2000 1600 600 200 100 80 50

Fig. 2 Comparison between the proposed model and Bardon
†1‡ and Cooper †7‡ experiments

Fig. 3 Comparison between the exact solution „32… and corre-
lation „35…
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T 5 temperature

Greek Symbols

« 5 relative contact size,5a/b
c 5 dimensionless constriction resistance,5RckApa2

Subscript

0 5 for zero eccentricity (e50)
a 5 apparent contact
c 5 real contact or constriction

max 5 maximum

Superscript

* 5 dimensionless quantity
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This paper uses the entropy generation minimization (EGM)
method to optimize a single-phase, convective, fully developed
flow with uniform and constant heat flux. For fixed mass flow rate
and fixed total heat transfer rate, and the assumption of uniform
and constant heat flux, an optimal Reynolds number for laminar
and turbulent flow is obtained. The study also compares optimal
Reynolds number and minimum entropy generation for cross
sections: square, equilateral triangle, and rectangle with aspect
ratios of two and eight. The rectangle with aspect ratio of eight
had the smallest optimal Reynolds number, the smallest entropy
generation number, and the smallest flow length.
@DOI: 10.1115/1.1777585#

Introduction
This paper presents the thermodynamic optimum for fully de-

veloped internal convective flow, i.e., flow through a tube with
constant and uniform heat flux. The optimum is obtained by mini-
mizing the sum of viscous momentum transfer losses and heat
transfer losses. The viscous momentum transfer losses are due to
fluid friction between the wall and the fluid and within the fluid.
Heat transfer losses are due to heat transfer across finite tempera-
ture differences between the wall and the fluid. The losses must be
quantified in equal units in order to compare them and to mini-
mize the sum of losses. One method of comparing losses is based
on the second law of thermodynamics, entropy generation mini-
mization ~EGM!.

Bejan @1–6# presents analyses of a tube flow using EGM. He
has found thermodynamic optimums of the ratio of film coeffi-
cient to pumping power and the dimensionless temperature differ-
ence with constant mass flow rate and heat transfer rate per unit
length. Note constant heat transfer rate per unit length is different
from uniform and constant heat flux. Reference@5# presents lami-
nar and turbulent flow through a tube with circular cross-section.
Entropy generation rate per unit length was minimized at a fixed
heat transfer rate per unit length and mass flow rate, and the
optimal Reynolds number~optimal tube diameter! was obtained.
For laminar flow, the optimal Reynolds number is zero. For tur-
bulent flow, the optimal Reynolds number is a function of Prandtl
number and duty parameter. The duty parameter is a function of
fluid properties, heat transfer rate per unit length, and mass flow
rate.

Sahin@7–9# investigated laminar and turbulent flow through a
tube with uniform and constant heat flux. He investigated the
effect of temperature-dependent viscosity on the entropy genera-
tion rate as well as the ratio of pumping power to heat transfer

@7,8#. He presented the optimum cross-section shape for laminar
flow and constant heat flux while comparing ducts of the same
cross-sectional area and length@9#. He determined that the circular
cross-section was superior and the equilateral triangular and rect-
angular cross-sections were inferior.

Nag and Mukherjee@10# investigated the tradeoff losses within
a heat exchanger’s fluid passage minimizing entropy generation
rate for fixed wall temperature and mass flow rate. They obtained
the optimal wall-fluid temperature difference and the optimal ratio
of film coefficient to pumping power. Sahin@11# also investigated
the entropy generation at fixed wall temperature. He presented
particularly the effect of temperature-dependent viscosity on en-
tropy generation and pumping power.

The rationale for this study is to complement the work by oth-
ers in regards to convective flow through a tube. This paper is
different by considering a different boundary condition, uniform
and constant heat flux without fixing the duct geometry. This pa-
per describes the optimal passage geometry~cross-section shape,
tube length, and tube hydraulic diameter! for fully-developed
laminar and turbulent flows with fixed total heat transfer rate,
fixed mass flow rate, and uniform and constant heat flux. Also the
paper presents the solution’s dependence on the heat transfer and
friction factor correlations.

Model Development
Figure 1 is a description of single-phase, steady, and fully de-

veloped flow through a tube subjected to heat transfer as well as
wall shear forces. A small differential section of the flow is shown,
where its properties change acrossdx due to the interactions. Be-
jan @6# developed the entropy generation equation per unit length
of tube.

Ṡgen8 5
q̇9P ~Tw2T!

T2
1

ṁ3f

2rTDhAc
2

(1)

whereq̇9, P , Tw , T, ṁ, f, r, Dh , andAc are the heat flux, tube
perimeter, wall temperature, bulk fluid temperature, mass flow
rate, Darcy friction factor, fluid density, hydraulic diameter, and
cross-sectional area, respectively.

Ratts and Atul@12# integrated the equation over the tube length
L. They assumed that fluid properties were constant. Their result
was

Ṡgen>
~ q̇9!2P DhL

Nu•kT1T2
1

8ṁ3f L

r2TaveDh
3
P 2

(2)

where Nu is the Nusselt number,k is the thermal conductivity,T1
andT2 are the inlet and outlet fluid temperatures, and

Tave[
~T12T2!

ln~T1 /T2!
(3)

Integration was based on the boundary condition of uniform and
constant heat flux. The first term on the right hand side of Eq.~2!
is the entropy generation rate due to heat transfer dissipation and
the second term is the entropy generation rate due to viscous
dissipation.

The entropy generation rate in it its final form is

NS5NS,DTS 11
1

f
Re72g1a PrbD (4)

where the variables are: the entropy generation number

NS[
Ṡgen

Q̇/Tave

(5)

the entropy generation due to heat transfer dissipation

NS,DT5
4

xCh
F q̇9ṁ

mkTm
GRea11 Pr2b (6)
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the mean fluid temperature

Tm[
T1T2

Tave
(7)

the ratio of cross-section perimeter to hydraulic diameter~a con-
stant for a given cross-section shape and referred to as the shape
ratio!

x5
P

Dh
(8)

and

f5F ~4!7

8x4ChCf
GF q̇9rṁ2

m3.5AkTm
G 2

(9)

The second term in brackets in Eq.~9! is the design criteria and is
referred to as the duty parameter@5#. The constantsCh , Cf , and
exponentsa, b, andg are from the Nusselt correlation

Nu5Ch Rea Prb (10)

and the friction factor correlation

f 5Cf Re2g (11)

There is an optimal Reynolds number that minimizes the en-
tropy generation. The minimum is found by taking the derivative
of Eq. ~4! with respect to Reynolds number, setting the derivative
equal to zero, and solving for the Reynolds number. The optimal
Reynolds number is

Reopt5FfS a11

62g DPr2bG1/~72g1a!

(12)

Note the optimal Reynolds number scales inversely to the shape
ratio, the heat transfer correlation coefficient, and the friction fac-
tor correlation coefficient. Substituting the optimal Reynolds num-
ber into Eq.~4! results in the minimum entropy generation num-
ber.

NS,min5
4

xCh
F q̇9ṁ

mkTm
GF11

~a11!

~62g! GReopt
2~a11! Pr2b (13)

The ratio of Eq.~4! to Eq. ~11! is

NS

NS,min
5S 62g

72g1a D S Re

Reopt
D 2~a11!

1S a11

72g1a D S Re

Reopt
D 62g

(14)

Note that this equation is independent of the Prandtl exponent,
and therefore the solution is the same for heating and cooling.

Circular Cross-Section Tubes
The model was applied to a circular cross-section tube. For

laminar flow, the heat transfer and friction factor correlations are
given in Table 1. The constants for Eq.~10! are Ch54.36 and
a5b50. The constants for Eq.~11! areCf564 andg51. Substi-
tuting the constants into Eq.~12! provides the optimal Reynolds
number as a function of the duty parameter. Figure 2 presents Eq.
~12! for laminar flow. As the duty parameter increases, the optimal
Reynolds number increases. Substituting the constants into Eq.
~14! results in the entropy number ratio as a function of the Rey-
nolds number ratio. Figure 3 presents Eq.~14! for laminar flow.

Fig. 1 Fully developed internal flow

Table 1 Different Cross Section Tubes
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For an incremental change in the Reynolds number from the op-
timal condition, more entropy is generated in the direction of vis-
cous dissipation than heat transfer dissipation.

For turbulent flow, the Dittus-Boelter equation@14# constants
for Eq. ~10! are Ch50.023, a54/5, b50.4 ~heating! and 0.3
~cooling!. The constants@14# for Eq. ~11! are Cf50.316 and
g51/4 for ReD,23104, and Cf50.184 andg51/5 for 23104

,ReD,33105. Substituting the constants into Eq.~12! provides
the optimal Reynolds number for turbulent flow and is presented
in Fig. 2 ~dashed lines!. The optimum is plotted for two Prandtl
numbers. As the Prandtl number increases, the optimal Reynolds
number decreases. Equation~14! for turbulent flow is plotted in
Fig. 3. Note that the turbulent solution is more symmetric around
the optimum in comparison to the laminar solution. With an in-
cremental change in Reynolds number from the optimal condition,
the increase in heat transfer loss is closer in value to the increase
in viscous loss. Both the heat dissipation and viscous dissipation
losses are larger than for the laminar case. In addition the solution
by Bejan@6# is also plotted for comparison.

Noncircular Cross-Section Tubes
The model is applicable to noncircular cross-section tubes.

Table 1 presents the different cross-sections to be considered. The
table provides the geometric parameters: perimeter, cross-
sectional area, and hydraulic diameter. The noncircular solutions
were compared to the circular solution. The optimal Reynolds

number for the noncircular cross-sections with respect to the op-
timal Reynolds number for the circular cross-section is

Reopt

Reopt,circle
5F ~x4ChCf !circle

~x4ChCf !
G 1/~72g1a!

(15)

The minimum entropy generation for the noncircular cross-section
with respect to the minimum entropy generation for the circular
cross-section is

NS,min

NS,min,circle
5

~xCh!circle

~xCh! FReopt,circle

Reopt
Ga11

(16)

The solution for Eq.~15! is shown in Fig. 4 for laminar flow.
For the optimal Reynolds number, the shape order from highest to
lowest is the circle, square~90 percent!, rectangle (b/a52) ~80
percent!, triangle~78 percent!, and rectangle (b/a58) ~41 per-
cent!. The optimal Reynolds number is a strong function of the
shape ratio,x. The larger its value, the smaller the Reynolds num-
ber. Shapes with a larger value ofx can reduce the hydraulic
diameter to increase heat transfer without excessive viscous dissi-
pation losses.

The optimal Reynolds number fixes the tube diameter and it
also fixes the tube length. It can be shown that the ratio of the
noncircular tube length to the circular tube length is equal to the
ratio of the Reynolds number of the noncircular tube to the Rey-
nolds number of the circular tube. The optimal length ratio is
plotted in Fig. 4. The rectangle (b/a58) is the shortest and the
circle is the longest.

For the minimum entropy generation, the shape order from
most irreversible to least irreversible is the triangle~109 percent!,
square~105 percent!, circle, rectangle (b/a52) ~93 percent!, and
rectangle (b/a58) ~51 percent!. The triangle and square generate
more entropy than the circle. Equation~16! is strongly dependent
on the product of the heat transfer correlation coefficient and the
shape ratio. All of the cross-sections accept for the rectangle
(b/a52) are ordered with respect to the value of the correlation
coefficient. For higher values of the coefficient, less entropy is
generated. The rectangle (b/a52) has a high enough perimeter-
to-diameter ratio to reduce the entropy generation below the
circle.

The solution for Eq.~15! is shown in Fig. 5 for turbulent flow.
For the optimal Reynolds number, the shape order from highest to
lowest is the circle, square~88 percent!, rectangle (b/a52) ~83
percent!, triangle~77 percent!, and rectangle (b/a58) ~54 per-
cent!. The optimal Reynolds number is solely a function of the
shape ratio. The heat transfer and friction factor coefficients are
the same for all cross-sections. The optimal length ratio is plotted
in Fig. 5. The rectangle (b/a58) is the shortest and the circle is
the longest.

Fig. 2 Optimal Reynolds number for circular cross-section

Fig. 3 Entropy generation for circular cross-section

Fig. 4 Optimal solutions for laminar flow
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For the minimum entropy generation, the shape order from
most irreversible to least irreversible is the circle, square~98.8
percent!, rectangle (b/a52) ~98.3 percent!, triangle~97.5 per-
cent!, and rectangle (b/a58) ~94.1 percent!. The entropy ratio is
only dependent on the shape ratio, but not as strong with respect
to the optimal Reynolds number ratio.

Conclusions
The paper presented the optimal configuration for laminar and

turbulent flow in a tube with a constant and uniform heat flux for
a given total heat transfer rate and mass flow rate using the EGM
method. Considering the heat transfer and viscous momentum
transfer entropy generation, the total entropy generation was mini-
mized providing the optimal Reynolds number, hydraulic diam-
eter, and tube length. By the EGM method, the following conclu-
sions were made:

• For fixed heat transfer rate and mass flow rate with a constant
heat flux, there is an optimal Reynolds number for laminar and
turbulent flow.

• For the same deviation from optimal Reynolds number in
laminar flow, the increase in entropy generation is smaller for heat
dissipation than for viscous dissipation. The same is true for tur-
bulent flow, but not as pronounced.

• In turbulent flow, the optimal Reynolds number is larger for
smaller Prandtl numbers.

• The optimal Reynolds number in laminar and turbulent flow
scales inversely with the shape ratio. The shape order from highest
to lowest is the circle, square, rectangle (b/a52), triangle, and
rectangle (b/a58).

• The minimum entropy generation in laminar flow is strongly
dependent on the inverse of the product of heat transfer correla-
tion coefficient and shape ratio. The shape order from most irre-
versible to least irreversible is the triangle, square, circle, rect-
angle (b/a52), and rectangle (b/a58).

• The minimum entropy generation in turbulent flow is depen-
dent solely on the inverse of the shape ratio. The shape order from
most irreversible to least irreversible is the circle, square, rect-
angle (b/a52), triangle, and rectangle (b/a58).

• The optimal tube length scales with the optimal Reynolds
number. The longest to shortest length is the same order as the
optimal Reynolds number. For the cross-sections considered, the
rectangle (b/a58) is the shortest length and the circle is the
longest length.

Nomenclature

Ac 5 cross-section area, m2

D 5 diameter, m
Dh 5 hydraulic diameter, m

Ch 5 correlation coefficient
Cf 5 correlation coefficient

f 5 friction factor
h 5 enthalpy, J kg21

k 5 thermal conductivity, W m21 K21

L 5 tube length, m
NS 5 entropy generation number

NS,min 5 entropy generation number
NS,DT 5 entropy generation number

Nu 5 Nusselt number
ṁ 5 mass flow rate, kg s21

p 5 perimeter, m
P 5 Pressure, N m22

Pr 5 Prandtl number
Re 5 Reynolds number

Reopt 5 Reynolds number, optimum
q̇9 5 heat transfer flux, W m22

s 5 entropy, J kg21 K21

Ṡgen8 5 entropy generation gradient, W K21 m21

Ṡgen 5 entropy generation rate, W K21

T 5 temperature, K
Tw 5 wall temperature, K

Q̇ 5 heat transfer rate, W
x 5 coordinate, m
a 5 correlation exponent
b 5 correlation exponent
g 5 correlation exponent
m 5 dynamic viscosity, N s m22

r 5 density, kg m23

tw 5 wall shear stress, N m22

f 5 Eq. ~7!
x 5 shape ratio: ratio of perimeter to hydraulic diameter
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A general law, as formulated by the authors@1#, should be ac-
companied by the necessary references@2–4#. The particular ob-
servations were quite different, namely, boiling bubbles formation
in @1# and heat conduction in electronic packages in@2#, whereas
the formulation of the general law is almost identical, e.g.,

‘‘There is no difference between living and not living systems
when facing the competition for obtaining flux from environment.
The stronger and more efficient subsystems can get more flux
from environment and then survive...@1#.’’

‘‘For a finite-size system to persist in time~to live!, it must
evolve in such a way that it provides easier access to the imposed
~global! currents that flow through it@2#.’’

Figure 8@1# is very similar to Fig. 6~b! @2#.
All the selected examples in the section ‘‘Industrial Implica-

tions’’ of @1#, rivers, cities, blood vessels, and Be´nard flow system,
coincide with@4#, with the same division of flows by slow and fast
and explanation of tree-like structures. In@1#, references@15,16#
are associated with Be´nard flow only, attributing all the other
findings to the authors@1#.

I think the authors@1# would be thanked by the readership if
they would confirm or reject the statements and pictures of@2–4#,
clearly indicating the difference of their approach. To ignore these
references is incorrect.
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The subject paper provides yet another interesting application
of what has come to be known as constructal theory. However, the
paper presents only an application and not a general theory. This
is because, constructal theory or the maximum access principle
deals with self organization in nature in general and the generation
of architecture in flow systems in particular. Moreover, the authors
cannot claim this theory as their own since the entire foundation
for constructal theory has been laid down in at least seven papers
or books by Bejan and his coworkers@1–7#.

Indeed, the application of constructal theory to the boiling phe-
nomenon was considered by Nelson and Bejan@4# on pp. 151–
156 and by Nelson and Bejan@5#. In addition, Bejan@7# on pp.
169, 174, and 175 also comments on constructal theory with pho-
tographic applications.

There is a great deal of similarity between the subject paper and
Bejan’s work and I feel that Bejan and his coworkers should have
had the benefit of an acknowledgment and a listing of their work
in the bibliography.
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Chai and Shoji@1# claim to themselves the credit for introduc-
ing a new theory of ‘‘self-organized growth processes from small
to large caused by interactions among sub-systems’’, as they point
out in the Concluding Remarks section of their paper. In the same
section they also write: ‘‘In reality, the present investigation intro-
duced new ideas of exploring the theories of complex systems.
The present investigation not only provide clear physical picture,
but also are based on firm theoretical foundation. The new theory
of complex system presented here significantly wins the advan-
tage over the traditional theory’’. Although the authors have cited
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on the last page of their paper two references from Bejan@2,3#,
they did not state that the theory comes from Bejan, and that it is
called constructal theory.

The authors deserve credit for using an existing theory for ap-
proaching a problem on boiling~not for the first time, since this
has been done before by Nelson and Bejan@2,4#, and Bejan@5#!
and for developing their own mathematical understanding of it.
This work is in fact a contribution to the spreading of the new
theoretical concept introduced originally by Adrian Bejan. How-
ever, they should not have claimed that they are introducing a new
theory.
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I refer to the article ‘‘Self Organization and Self Similarity in
Boiling Systems’’ by L. H. Chai and M. Shoji published on Jour-
nal of Heat Transfer, June 2002, pp. 515–507.

Constructal theory is repeatedly discussed in many previous
works by Adrian Bejan; take, for example, ‘‘Constructal theory
network of conducting paths for cooling a heat generating vol-
ume’’ by A. Bejan,Int. J. Heat Mass Transfer, Vol. 40, No. 4, pp.
799–816, 1997. Chai and Shoji remind in the references of their
article only one book of A. Bejan: ‘‘Advanced Engineering Ther-
modynamics,’’ Wiley, New York, 1997.

Tanmay Basak
Assistant Professor, Department of Chemical Engineering,
Indian Institute of Technology, Madras, Chennai
600036, India. e-mail: tanmay@iitm.ac.in

Chai and Shoji@1# tried to analyze the boiling systems at a
microscopic level. Their analysis on microscopic scale attempted
to explain the boiling phenomena in presence of nonlinear effects
such as nonuniform site characteristics, bubble generation, growth
and coalescence, nonuniform temperature distribution near the
heater surface and nonlinear interactions. They obtained the rela-
tionship between the heat flux ‘‘J’’ and instability parameter ‘‘a’’,
but they failed to establish theoretically the evolution of tree struc-
tures~Figs. 5–8@1#! in the second part of the article.

The evolution of self-similar tree structure was first derived by
Bejan @2# based on a constructal theory, which was developed to
explain optimal geometric configuration in natural systems. It is
surprising to see that based on mere qualitative arguments, the
current authors@1# simply obtained the tree structures~Figs. 5–8
@1#! which are exactly similar to the figures based on first, second,
and third constructs as obtained by Bejan@2#. The following dis-
cussions highlight some critical issues on the article by Chai and
Shoji @1#.

Chai and Shoji@1# cannot claim that their statistical theory on
open and nonequilibrium system is new. The paradigm on evolu-
tion of optimal geometric configurations was established by Bejan

@2# based on macroscopic length scales. The principle that Chai
and Shoji@1# invokes is a macroscopic law of flow access maxi-
mization which Bejan@2# defined as ‘‘constructal law’’ or the
fourth law, a principle of global performance, global objective
under finite space and time constraints. This is why the principle
works, why it is new, why it is overlooked in physics even though
it is known in Darwin’s continuously changing biosphere model:
there is a global tendency for macro flows to flow more easily if
possible, i.e., if the flow geometry is malleable, changing, mor-
phing.

In order to derive the statistical theory, the authors@1# stated an
assumption: ‘‘An open system far from equilibrium always seeks
an optimization process so that the obtained flux J from outside is
maximal under given prices or constraints’’. This, I believe, is not
an assumption, but rather a generic optimization concept if one
looks into many transport processes occurring in any open and
nonequilibrium system. Natural flow systems are classic examples
for open systems. For example, several thousand honey bees form
swarms in order to regulate the ‘‘core’’ or central temperature,
which does not exceed 35°C irrespective of cold/hot ambient tem-
perature@3,4#. Heinrich@3# investigated a series of swarms con-
sisting of several thousand of bees which control the internal con-
figuration and optimal shape of the swarm such that they have
suitable environment to live. Basak et al.@4# proposed a math-
ematical model based on both thermal and biological sciences
where the heat transport process was coupled with the rate of
metabolism within a realistically shaped swarm and their pre-
dicted temperature profiles are in well agreement with Heinrich’s
@3# observations. At higher ambient temperature, the swarm con-
sists of several vertical channel connected with each other like
tree-branches which are in accord with constructal tree network as
proposed by Bejan@2,5#. Historically, Bejan@2# proposed the
‘‘constructal theory’’ for devising an efficient cooling system
based on optimal configuration for electronic packaging.

No matter whether the transport length scale is macro or micro,
the natural phenomena based on constructal concept@2# is invari-
ant. As seen in the swarm of bees which can be treated as dynamic
system to persist in time~to live!, it evolves in such a way that it
provides easier access to the imposed~global! currents that flow
through it. The fourth or ‘‘constructal law’’ brings life and time
explicitly into thermodynamics and creates a new bridge between
physics and biology.

Chai and Shoji@1# established the conditions for bifurcation
phenomena and formation of new bubbles which denote new boil-
ing modes. The nonideality due to interaction of bubbles was il-
lustrated via probability distribution function using Gibbs statisti-
cal mechanics. Based on potential functions~Eqs. 20 and 23@1#!,
the conditions for unstable modes during nonideal phase transition
was derived. The presence of unstable mode corresponds to the
formation of bubble or new boiling mode. During the phase tran-
sition, an expression of the change in flux is obtained as@1#

J̄~a1!2 J̄~a2!'Ju~a1!2Ju~a2! (1)

A few bubbles corresponding to unstable mode can destabilize
and grow to visible bubbles while other bubbles remain damped.
However, their mathematical theory@1# cannot explain the natural
structures. In order to obtain the tree network, the bubbles are
assumed to be rectangular as illustrated in Figs. 4–8@1#. Although
Fig. 4 @1# can be explained using symmetry of unstable modes in
m1 subsystems, the two perpendicular subsectionsV1 andV2 in
Fig. 5 @1# cannot be obtained from their mathematical theory@1#.
The authors@1# use the flux relationship~Eq. 1! which cannot
provide the topological dynamics on optimal system evolution and
subsequent tree-branching. Their mathematical theory@1# even
fails to answer the fundamental questions on evolution of natural
tree structure: What is the optimal concept of the evolution of the
first construct~Fig. 5 @1#!? Why are the successive branches in the
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tree network perpendicular? What will be the width of consecutive
tree paths?~Figs. 5–8@1#!? How many constructal assemblies are
optimally sufficient to maximize the flux~Eq. 1!?

The state-of-the art concept of ‘‘constructal theory’’@2# answers
all the above questions based on evolution of the bigger tree-
network from a smallest tree, a basic construct. Bejan@2# estab-
lished the tree network based on maximization of heat flux within
highly conductive paths in a volumetric domain and these conduc-
tive paths form the tree where the geometric detail for each tree
was derived theoretically. To develop a first construct, Bejan@2#
mathematically established the ‘‘rectangular bend’’ in the first
construct where the bend in the high conductivity path divides
equally the maximum temperature difference thereby minimizing
the maximum temperature within a body. In perspective, construc-
tal theory@2# is a thermodynamically consistent approach which
governs the dynamics on system topology via minimizing the re-
sistance along the constructal paths and minimization of entropy
generation. Evolution of subsequent ‘‘tree-shaped self-similar
structure’’ is viewed as the response of natural system~living/
nonliving! based on feed-back from physical principles~thermo-
dynamic laws!.

Unlike the ‘‘constructal theory’’@2#, the ‘‘statistical theory’’@1#
proposed by Chai and Shoji failed to prove the evolution on ‘‘tree-
network’’ and ‘‘self-similar structures’’ during boiling and there-
fore discussions on Figs. 5–8@1# should be disregarded. The
originality of their work@2# is the ‘‘statistical theory,’’ neither the
‘‘self-organization’’ nor the ‘‘self-similar structure’’ and therefore,
the article@1# cannot justify the ‘‘title.’’

Before concluding this discussion, I would like to focus on
authors’ ‘‘concluding remarks’’@1# which are not mathematically
established, and, hence, should be disregarded. In ‘‘academic im-
plications’’ section on item 2~pp. 513@1#! the authors’ comments:
‘‘In other word, we mathematically demonstrated that the complex
natural occurrence of self-similar structures is realized by fluctua-
tions and continuous bifurcations’’, should be ignored. In addition,
the statement in item 3: ‘‘In other word, the present theory brings
the time into natural science and provides a bridge between phys-
ics or chemistry and biology’’, completely lacks originality. This
is neither established by the authors@1# nor is this a new theory
proposed by them. As I mentioned earlier, Heinrich@3# and Basak
et al. @4# already investigated the natural evolution on optimal
geometric configurations and subsequently Bejan@2# established
the foundation of the optimal natural evolution by ‘‘constructal
concept’’ where dynamics~living/nonliving! are correlated with
time. Similarly items 4 and 6~academic implications, pp. 513@1#!
were already proposed by Bejan@2# and item 5 lacks any theoret-
ical perception.

The unproven facts on ‘‘self-similarity’’ or ‘‘self-organization’’
in a microscopic scale by Chai and Shoji@1# are also highlighted
in the section: ‘‘industrial implication,’’ which also lack original-
ity ~see Bejan@2#!. Therefore items 1–4~pp. 514@1#! are merely
repetitions of statements from Bejan@2#. Lastly, the generalized
concluding remarks on ‘‘formation of fractal structure and self-
organization etc.’’ should also be disregarded. Authors’ philo-
sophical comments on ‘‘self-organization’’ or ‘‘self-similarity’’ are
not the theme of the article@1#.
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The article by Chai and Shoji@1# appears to claim an original
non-equilibrium statistical theory for self-organized boiling. We
question both their claims, and also whether the non-equilibrium
statistical basis of the article is sound.

The authors are citing Bejan, but not the work that is central for
their paper, namely his article of 1997@2# or his book@3#. In the
article of 1997, Bejan proposes as a new law of nature ‘‘That a
finite-size system, in order to persist, must evolve in such a way
that it provides easier access to the imposed global currents that
flow through it’’. Bejan proves that a confined system chooses a
tree-like network to channel the heat that is produced at a constant
rate everywhere inside.

Chai and Shoji@1# take as premise for their work that ‘‘an open
system far from equilibrium always seeks an optimization pro-
cess, so that the obtained flux from the outside is maximal under
given constraints’’. They say, as Bejan does, that ‘‘the assumption
may be considered as a kind of thermodynamic law’’. They do not
prove a resulting geometric structure, they deduce it by qualitative
arguments. The main point we want to make is thus, that the
authors should properly have pointed out that their basic assump-
tion has been formulated by Bejan already.

The next issue is whether a nonequilibrium statistical thermo-
dynamic basis has been given for self-organized boiling. Our an-
swer is no. The state of the system is characterized by the forces
xi . Given these forces, one obtains a certain flux,J. But, accord-
ing to the authors, the flux does not just depend on the forces,xi ,
it depends also on the probability distribution of the forcesr(xi).
This is an assumption without physical justification. There is no
reason why the flux shall, given all the forces, depend on the
probability to have other values of the forces realized. Without
this assumption, there is no foundation for Eq. 16, upon which all
other results rest.
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In the section of the paper titled ‘‘The Formation of Self-
Similar Structures,’’ the authors describe the essential aspects of
Constructal Theory. However, Professor Adrian Bejan from Duke
University has been working for a long time in putting together
the ideas and the formalism of this theory—he actually gave it the
appropriate name of ‘‘Constructal’’@1#, and has analyzed many
examples in nature and engineering within the framework of this
theory, extending it to a variety of situations, with his original
contributions, most of them nicely described in his book@2#.

After having reviewed the book written by Professor Bejan@3#
and having closely followed his publications during the last de-
cade, I found that the core analysis and synthesis methods of
Constructal Theory are totally based on the author’s own research
experience during many years, previously published in specialized
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journals and books, and supported by many observed facts and
results, fully documented in the open literature. The Constructal
Theory, established by Bejan, explains how certain basic ele-
ments, individually and collectively optimized to form an arrange-
ment, are employed to construct more complex natural systems,
within the specific constrains imposed by the physics in every
case.

The paper by Chai and Shoji is full of ideas and expressions of
Constructal Theory that were first contributed and published by
Professor Bejan, especially the discussion about academic and
industrial implications, in the ‘‘Concluding Remarks.’’
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Closure to ‘‘Discussion of ‘Self-
Organization and Self-Similarity
in Boiling Systems’†ASME J. Heat
Transfer, 124„3…, pp. 507–515
„2002…‡’’

L. H. Chai1 and M. Shoji2

In reference to discussions received on our paper, ‘‘Self-
Organization and Self-Similarity in Boiling Systems,’’ published
in the February issue of theJournal of Heat Transfer@1#, here, we
would like to summarize our responses to these comments as well
as our own understanding of them so that some key differences
can be understood more explicitly.

During the process of studying boiling heat transfer over the
past few years, we discovered self-organized and cooperative or
competitive phenomena among sites or bubbles in boiling systems
@2,3#. Based on this discovery, we further developed and formu-
lated the present analyses@1#. In whole, the paper@1# deals with
self-organized and self-similar phenomena in boiling systems and
other open dissipative systems, which are based mainly on statis-
tical thermodynamics analyses, and, to our best knowledge, not
Constructal Theory originated by Professor Bejan. With this in
mind, there is no point to debate whether or not we have inexpli-
cably misrepresented Constructal Theory as our own. Since the
beginning of 1995, we have shown an interest in self-organization
theory and nonlinear sciences theory@2#. However, many excel-
lent literatures in this field@4–14#, including Professor Bejan’s
textbook @15#, played an important role on the primary ideas of
this paper@1#. In fact, in August 2000, when we began to write our
paper@1#, we developed a good understanding of Professor Be-
jan’s Constructal Theory. Surprisingly, we found that our final
results and conclusions were in good agreement with results from
Professor Bejan’s Constructal Theory. Even though our method
was different from Constructal Theory, some similar industrial
examples were surely inevitable. Most of the comments that we
received have paid much attention to the language and not the
content of our paper@1#, however, the content is surely more
important. As non-native English speakers, we learned English
from different literature and excellent English textbooks. Because

of this, we used very common language in our paper@1#, which
may be found in many books on self-organization theories and
nonlinear science theories. These theories were created and gradu-
ally formulated by the contributions of many scientists, such as
those of Professor Bejan.

In response to the comments that we have received, the follow-
ing sections give our detailed explanations on a few primary fea-
tures in our paper that distinguish it from those found in Professor
Bejan’s Constructal Theory@15#.

Nonlinear Non-Equilibrium Statistical Thermodynam-
ics Perspective

Let us begin with the ‘‘assumption’’ that appeared in the paper
@1# in which the authors’ propose from the view of statistical
mechanics@1#. In fact, statistical mechanics shows that the same
kind of hypothesis as equilibrium systems is required for describ-
ing open non-equilibrium complex systems. More importantly, we
obtained probability distribution functions by giving constraints
ranging from one-order driving forces to four-order driving forces,
which was a way of statistical thinking. This assumption is very
common. A similar description can be found in Professor Bejan’s
Constructal Theory@15#. Of course, we can also find similar state-
ments in much earlier literature@16#. In many books, this idea has
been proposed as common sense, however, general law or math-
ematical formulations has not been available.

Though thermodynamics is a rather old discipline of physics, it
is surely not old-fashioned. For the universality of thermodynam-
ics, such modern topics as the big bang model, the theory of black
holes, and the theory of biological or information systems show
that thermodynamics is going through a renaissance. Currently,
many scientists are looking for the fourth law of thermodynamics.
At present, there are many similar and different descriptions on
possible fourth law. For example, according to@17# many scien-
tists at the Santa Fe Institute are eager for the appearance of fourth
law or new second law. In our paper@1#, we started our discussion
from driving forces and generalized fluxes borrowed from classi-
cal irreversible processes where thermodynamics impression was
evident. Furthermore, by assuming the nonlinear relation between
driving forces and generalized fluxes

J5h1(
i

g ixi1(
i j

g i j xixj1(
i jk

g i jkxixjxk

1(
i jkl

g i jkl xixjxkxl1L (1)

We could deduce that our analysis was a kind of nonlinear non-
equilibrium thermodynamics.

Perspective of Renormalization Group Transformation
„RGT…

With the constant victories of exploring the ultimate structure
of matter from the process of molecules to atoms, atoms to elec-
trons and nuclei, to nucleons, to elementary particles, and to
quarks, another mainstream of modern physics has been concen-
trated on the understanding of structural organization of complex
systems, which are more often encountered in our common expe-
rience.

Complex systems represent hierarchies, i.e., increasing com-
plexity. This means that they can be divided into different levels,
each representing a subsystem, which consists of relatively uni-
form elements that interact in some way with each other. These
interactions may be responsible for autonomous pattern formation
at any given hierarchical level. The higher subsystems in the hi-
erarchy provide control over the processes of pattern formation at
the lower sub-ordinary levels. The curiosity on the nature of in-
creasing complexity has provided an incentive for numerous in-
vestigations over past decades. A substantial number of such ef-
forts have been devoted to understanding and modeling it. A
plethora of investigations are available in the literature. For ex-
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ample, in chemistry, we may find a lot of these investigations@10#.
Renormalization Group theory, as a typical method of analyzing
increasing complexity, was originated by K. Wilson and has been
developed gradually over past decades@12#.

Our paper@1# deals with more general problems, mainly con-
structing the fractal networks from Scale Transformation theory in
statistical mechanics, especially Renormalization Group theory
@12#, and is not based on any specific example. It is our logical
conclusion that the present method is very general. By the factors
group or parameters group transformations at different hierarchies
or scales:

Kn5RTG~Kn21! (2)

This method is a kind of typical geometric analysis in statistical
perspective.

According to Renormalization Group theory@12#, there are two
directions for analyzing complex systems: zoom-in and zoom-out.
Considering the growth processes, the present analysis@1# was
based on zoom-out, that is, from small scale to large scale. We can
derive the fractal structure in following way for two-dimensional
problems,

Vn

V~n21!
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Jun~a1!2Jun~a2!

Ju~n21!~a1!2Ju~n21!~a2!
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Or for three-dimensional problems,
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Depending on actual conditions,p, as a specific parameter ranging
from 0 to 1, reflects the effects of the system’s internal configu-
rations and environment on dynamics fractal structure of evolu-
tional complex system. System adaptation to environment is
highly exhibited.

Other Related Problems
Open systems must optimize to live, which is generally com-

mon sense@18#. Modern sciences are trying to repair the gap
between living science and non-living science@6#. Indeed, the
present analysis@1# shows that same principle could be applied for
any open dissipative systems, whether they are living or non-
living.

Time direction arouses many interests, though it is still a puz-
zling problem@6#. As for present authors’ viewpoints, though af-
fected by literature@15#, often other researchers state it similarly
too @6,10,18#. In some cases, they even express it as common
sense.

Compared to available theories and to our best knowledge, in
our present paper@1#, we indeed derived detailed dissipative struc-
ture from a general viewpoint, which is always our objective in
studying dissipative structure theory of Nicolis and Prigogine@7#.
In addition, our paper@1# derived detailed fractal structure from a
general viewpoint. From the beginning of knowing fractal theory,
we have realized that available fractal theory can only describe
fractal structures, but not explain the physics of the formation of
fractal structures.

From 1970s, urban evolution was a typical dissipative example
even. We can find it in many books on self-organization; espe-
cially the self-organization of social problems. Professor Bejan’s
theory @15# is a typical description on urban evolution.

In our paper, the term ‘‘Equilibrate means death’’@1# means that
it is impossible for energy or flow to be equally distributed in
open systems. The present theory stresses the feedback effect@1#,

and it is by feedback effect that the ordered network can be con-
structed. The dominant subsystems must satisfy two conditions.
Firstly, they need to get enough flux from the environment to
destabilize them. In this case, new modes will be formed and
more flux will be consumed. Secondly, the maintaining of this
new mode, i.e., the maintaining of the ordered structure, will need
more flux from environment. Actually, according to the above
theory, tree-like network means that by competition and natural
selection this new mode will indeed get most of the flux from the
environment.

As for Figs. 4–8 in paper@1#, we can only say that it is possible
that we received some hints from Bejan’s book@15#. The senior
author has developed the idea of describing dynamics processes
by using this type of figure over a period of time, and it cannot be
attributed to a single source. It seems very natural to keep in mind
the processes of Renormalization Group Transformation~RGT!.
More importantly, our figures differ greatly from Professor Be-
jan’s figures@15#: For instance, in Professor Bejan’s figures@15#,
there are only two or three types of lattices dealing with only two
or three types of sub-systems or factors. However, in our figures,
we deal with real complex systems, which include amounts of
sub-systems. So, in our figures, we draw many lattices indicated
by many specific symbols dealing with enormous factors. Even
though at first glance our figures are similar to Professor Bejan’s
figures@15#, they reflect completely different physical means. Pro-
fessor Bejan’s figures@15# deal with solid geometry, whereas our
figures stand for geometry in a statistical view, which were indi-
cated by lots of symbols in our figures. Moreover, these symbols
have specific statistical representing means. In conclusion, our
figures differ from Professor Bejan’s figures@15# both in much-
detailed configurations and in physical means.

Conclusions
In conclusion, our paper@1# is making a renewed effort to de-

velop the theories of complex systems from statistical mechanics.
By paying more attention to understanding the processes of non-
equilibrium phase change, the present investigations analyzed the
physics of fractal structure and the mechanism of dissipative
structure from statistical mechanics and renormalization perspec-
tives. Of course, many results in our paper@1# agree well with the
results derived by using Professor Bejan’s Constructal Theory
@15#, which demonstrated the unifications of natural laws. Accord-
ing to the history of any scientific developments, whether our
paper lives in the large umbrella of Constructal Theory, or
whether it is only a supplement to Constructal Theory will have to
wait the test of time.
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The following captions should read:

Fig. 2 Numerically predicted contour plots of temperature „at
left in °C… and stream function „right… for „a… case E1 and „b…
case E2

Fig. 3 Axial variation of the predicted polymer temperature „at
rÄ0… and the furnace wall temperature for cases E1 „Vf
Ä10 cmÕs… and E2 „VfÄ20 cmÕs…

Fig. 4 Axial variation of the radiative and convective heat flux
experienced at the polymer’s surface for case E1

Fig. 5 Numerically predicted and experimentally measured
free surface shapes for case E1. „The initial guess is shown for
comparison. …

Fig. 6 Effect of preform feed speed on the predicted „solid
line… and measured „symbols… free surface shapes

Fig. 8 Effect of the furnace wall temperature on the predicted
and measured draw force „DÄ25.4 mm, VfÄ10 cmÕs, Vp
Ä25 mmÕs…

Fig. 9 Effect of upstream heating „Ut… on the predicted free
surface shape. A comparison between the results for Ut
Ä0 WÕm2 K „solid line… and UtÄ30 WÕm2 K „dashed line… is
shown.
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