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The eighth “Heat Transfer Photogallery” was sponsored by the « Growth of boiling bubbles in a microchannel of 2705 um
K-22 Heat Transfer Visualization Committee for the 2003 Inter- [E. N. Wang et al., Stanford University
national Mechanical Engineering Congress and Exhibifidut » Wettability of two-phase flow in a 33@m microchanne[S.
ECE) held in Washington, D.C., on November 16—21, 2003. Out Y. Son and J. S. Allen, NASA/NCMR
of the total 18 submitted entries, the peer-reviewed selection pro- Droplet impact on a heated surfa&® L. Manzello and J. C.
cess identified the top thirteen entrees for publication in the Yang, NIST]
ASME Journal of Heat Transfer August issue of 2004. Ballots to
mark for acceptance for publication for each entry were solicited
from those who participated and visited the Photogallery sessigB) Forced Convection
at 2003 IMECE.

The purpose of publishing these photographs is to draw atten+ Sinusoidal wavy channel flows. Was et al., University of
tion to the innovative features of optical diagnostic techniques and Cincinnati]
aesthetic qualities of thermal processes. To focus on visualizations Film cooling from angle hole§J. E. Mayhew et al., Rose-
the text is kept to a minimum and further details should be found Hulman Institute, UC-Davis, USAF-Acaderhy
directly from the authors. My wish is that the journal readers * Steady and unsteady flows through protruding cylindérs
enjoy viewing these collections, acquire knowledge of the state- W. Baughn et al., UC-Davis, USAF-Acadeiny
of-the-art features potentially applicable for their own research,* Flow over a cylinder and a steel ggat. Wiberg, KTH, and
and also promote their participation in the 2004-IMEQtp:// N. Lior, Univ. of Pennsylvani
www.asmeconferences.org/congregsBhotogallery session pre-
sentation(refer to theCall for Photogallery for 2004-IMECE
announced in this volume (C) Nano-Scale Transport

The present Photogallery boasts its fanfare with “Natural Heat ) o . .
Transfer Phenomena,” presented by Jack Howell of University of * Nanoparticle tracking in micrometer resolutigd. S. Park
Texas-Austin, former Editor of Journal of Heat Transfer. The re- €t al., Texas A&M University _ )
maining twelve entries are organized in three different groups,® Nanoparticle tracking in nanometer resolutiph Banerjee

based on their technical topics. Brief overviews for individual ~and K. D. Kihm, Texas A&M University .
entries are summarized: « Evaporative transport inside a carbon nanotibeG. Yazi-

cioglu et al., UIC, Drexel University

(A) Two-Phase Flow Phenomena Kenneth D. Kihm
» Boiling phenomena in narrow rectangular channéls R. Departmené %‘.Mecggnllcgl, Aerospace
Warrier and V. K. Dhir, UCLA an Iqme .'Ca ngineering,
 Behavior of boiling bubbles of a few millimeter dimensions University of Tennessee,
[C. Herman et al., Johns Hopkins Univergity Knoxville, TN 37996-2210
Journal of Heat Transfer Copyright © 2004 by ASME AUGUST 2004, Vol. 126 / 493
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NATURAL HEAT TRANSFER PHENOMENA

Jack Howell, Department of Mechanical Engineering

The University of Texas at Austin

Chimera’s Burial

This mountain in Turkay has a methana
fame that 15 conbinuously buming. Legend
has it that tha fire-breathing dragon
Chimera was caplured by Balaraphan
ndng his winged norse Pegasus, and was
buried in the mountain. Ha still breathes
Tarth lamaes, as clearly demonstrated Dy e
phata Chimara had the body of 8 goat, the
head of a lion and the tail of a serpeant and

maybe looked a ot ke this

hydrocarbons present. 8s methane flames
rarmally are fransparent or blue

Thie prasence of saot in the
methane difusion  flame
causes it to become
luminaous  as  the carban
parlicles  became  Incan
descent The  lumimnous
characler hene  indicales
that the flame s buming
fual-rich or there are highsr

Lava

The Big Island of Hawaii has extinct
and actve wolcanoes thalt have
covared much of the sland with
spectacular lava flows. Two types of
lava are found. One lype is called
Pahognoe lava it cools into a
smooth  surface with spectacular
patterns

Pahoehoe lava

Thi second form is called A'3 lava
and its frachured form results from
trapped gas exploding outward as
thir [ava reaches the surface and
the lower pressure CIUSes Massve
effusion of the trapped gases. Local
lore says [hat the name comes from
native Hawaiians expressing pain
as they walked barefool across tha

holt Eava .

A'a lava *\..,.

The Kiluea vioicana on the Big Island
has bean active for many years, and
malten lava sbll flows 1o the sea
You can hike to actve flows in
olcanoes Mational Park, and sea a
view like the bollom one taken at
nighit

Molten lava flow at night

The Giant’s
Causeway

All pholas except for the statue af Chimea are by (he
audhor. Chimers phota fram Uge Barti, Univenty of
Firenze

494 | Vol. 126, AUGUST 2004

On the Norhem coast af Ireland, an
anciant lava flow apparently siowly
cooled by natural convaction, forming

the usual hexagonal Bénard oslls
while  cooling. When  the  lava
hardenad and geologcal uphoavals
occurrad, the lava fractured &t the
call boundaries, forming acres of
hexagonal  cells  constrecling a
spectacular  structure  caled  The
Giant's Causaway. Tha picture at the
left shows a small segment of the call
sfructure

Bénard cells

Transactions of the ASME
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Test section

Flowmeter
Bypass line
fr

Heating ‘ Preheater

coll
o

Fig. | Schematic of experimental apparatus,

_’. HU“\ |.|L-r“_-

(a) (ki
Fig. 2 Bubble nucleation and departure.

—e ulk Flow

ia) ih)
Fig. 3 Bubbly ow.

—_— Bulk Flow

)
Fig. 4 Merger of vapor slugs,

- : I '

Bulk Flow

Fig. 5 Annular flow

—e Gulk Flow

Fig. 6 Annular flow with flow reversal.

VISUALIZATION OF FLOW BOILING IN NARROW RECTANGULAR CHANNELS

Gopinath R. Warrier and Vijay K. Dhir
University of California, Los Angeles, CAL LISA

The schematic of the flow boiling test loop is shown
in Fig. 1. The test section consists of five parallel
channels each with a hydraulic diameter of 0,75 mm
(1.5 mm width, 0.50 mm height) and 325 mm long.
The water {Tow rate was maintained at 2,15 g/s, while
the inlet subcooling  and  exit  pressure were
maintained at 20 °C and 1.05 bar., respectively. The
heat flux was varied in the range 2.21 1o 885 W/em”.
Figure 2 shows nucleation ol a bubble and s
subsequent departure from its site of origin, At higher
heat fluxes. bubbly flow is observed as shown in Fig.

3. Figure 4 shows the merger of vapor slugs to form
larger slugs. Annular Aow with a thin liquid layer at
the walls is shown is Fig. 3. Figure 6 is a sequence of
photographs showimg Oow reversal during annular
flow. Bubble nucleation oceurs mside the hgud laver
during the How reversal process. As the lgquid flows
back, it begins to fill the entire channel. Once the
liquid completely fills the channel. it is immediately
washed away and the Dow reverts back 1o annular
flow. The sequence of the photographs is from left to
right and from top to hottom

Journal of Heat Transfer AUGUST 2004, Vol. 126 / 495
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Test cell Electric field

e Alr High vallsge wine -
Pressure refief hose f R
L g

v

F -

S
Top clegmde

Elecinc field magnisde (kYiem)

Tewtesll  _fow Y
?:”Eg'l- fluid Gromd elecirode kB
L | il 50 I 0 3 ]
Ao Dhistance along axis (cmi
e &
'Airbubblcminjmndhmd::wstmnﬁﬂpdnﬂhFC-n, Spherical off-axis top electrode .‘nlongmus 1, axis 2
-Snﬁwlacnicﬁald{ﬂ-zﬁ_w}fmndbﬂ“md!ebo!mmmppu = Tnikial eleciric Geld distrbation in the wstcell
S5incler sleciione | 1oy @itwieeh AN Ve (el Top electrode: U=25kV; Bottom electrode: U=DV.
electrode, spaced 11,6 mm apart.
Selected results
Single bubble behavior Dual bubble behavior Dual bubble behavior
Low flow rate Low Now rate High Now rate
Without With nonuniform Without With nonuniform Without With nonuniform
elu'trit field electric fielcl electric field = elutriciﬂl electric field electric field

Lok B § 3 a;- L &
ol el 88 g ol SD €2

U=0kY U=25kV U=0kv U= 25 kY U=25kv U=0kV U=25 kY

Volume flow rate: 2,58 x 107 mifs Volume flow rate: 258 x 107 mi's Yolume flow rate: 7.17 = 107 mi/s

Single and dual bubble behavior under the influence of electric fields

C. Herman'*, 1. Mewes® , 7. Liu', I. Radke?, 1. Yoo!
e "Wiepsgrimen! of Mechomea! Eagineering, The Jols Hophins University, 3400 North Charles Sieeel,

L, LUSAL*® hermamititan

I e

L Adaryfomd 2
it fir Verfahrensiechmk, Umversinds Haonnover, Callinge. 36, 30067 Hamover, Germam
Bubble coalescence has a strong impact on the performance of two-phase flow sysiems. In order o
understand and control the EHD enhanced heat transfer in boiling processes. experimental investigation
ol bubble formation and coalescence were studied with and without electrie fields 1w idenuly specilic
behavior patterns. The results of experimental visualization clearly indicate the significant differences in
bubble shape. size and trajectory due to the effects of electric fields. In single bubble experiments the
bubhble can be deformed towards or away from the upper electrode. Although the direction of the ult can
alternate {even in a single experiment), in the majority of the cases it is towards the electrode. In dual
bubble experimenis the bubbles behave similar to the single bubble case at large volume flow rates. In
low volume-fow-rale experiments the bubble pair can repell cach other m the opposite direction,
Furthermore. the detachment volume of the bubble decreases under the influence of electric fields. which
leads to a higher detachment frequency. The long-term goal of this research is to explore the possibility o
enhance borling heat transter i the low gravity environment by substituting the buovancy loree with a
force induced by the electric field.
Acknowledgements
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microchannel
T e T T

outlet

araduated cylinder T
s ' ’ objective

mercury|
lamp

filter cuhe
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Nucleation and Growth of Vapor Bubbles in a Heated Silicon Microchannel

Evelyn M. Wang, Shankar Devasenathipathy, Juan G. Santiago, Kenneth E. Goodson, Thomas W. Kenny
Mechanical Engineering Department, Stanford University

Flow wisualizations of boiling in a heated 270 um
wide by 95 pwm deep microchannel are presented.
The inlet liquid flowrate is (.2 yul'min, and the
Muorescent seed particles are 700 nm diameter
polystyrene  spheres. The  schematic  of  the
experimental mig s shown in (a), which includes an
eprfluorescent microscope, a 20 X objective {1.75
numerical aperture ), and a 12-hit resolution interling
COD camera,  An anodically bonded glass cover
shide provides optical access to the microchannel
shown in (k). Aluminum heaters are sputtered onto

Journal of Heat Transfer

the back side of the silicon chip.  Two nucleated
vapor bubbles on the side walls are captured in (¢)
and (dy wath | ms exposure tmes, Power s
mereased from 1.2 to 1.4 W, increasing the vapor
volume and consequently accelerating the liquid in
id). The mages show particle pathhines between the
two bubbles. The image focal plane is approximately
20 um from the inner surface of the glass cover slide.
Some particles adsorb onto the walls at the onset of
partial dry-out.

AUGUST 2004, Vol. 126 / 497
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microchannels having different wettabil ty conditions.

0, = B00 pm

|

Fig. 5. Droplet formation from
two-phase flow in hydrophobic
{coated) sguare microchannel,

———— = flow direction

Fig. 7. Drop formation & flow
instability in hydrophobic
circular microchannel

Visualization of Wettability Effects on Microchannel Two-Phase Flow Resistance

e

using high speed microscopy

measurements in cireular and square microchannels show that wetting conditions play .

The effiect of surface wettability on two-phase flow (water and nitrogen) in

Sang Young Son and Jeffrey 5. Allen

MNational Center for Microgravity Research
NASA Glenn Research Center, Cleveland, OH

significant role in the flow resistance.

microscale channels has been experimentally investigated
(Fig. 1. Images taken at 1900 frames per second combined with precise differential pressure

Two

channel cross-sections, 3300 um diameter circular and 300 pm square, were tested for various gas-liguid flow rates, In addition, two

surface energies, or static contact angles, were tested

il

iproximately 7

ElEss sur face.

us compared to the hydrophilic (uncoated) microchannels under identical flow conditions. The uncoated

with hi

707 for coated microchannels.
The hydrophobic (coated ) microchannels exhibit a much higher and less stable two-phase pressure drop (Figs. 2

I'he two contact angles were less than 20
The coating is a commercial polymer |

fow in the coated channels which exhibits droplet formation and contact line drag (Figs, Sand 7)

498 / Vol. 126, AUGUST 2004

for imenated microchannels and
RainX*) which forms a te

flon-like laver on the
and 3}

channels show stable Dow

velocity ligquid slugs translating on an annular liguid film (Figs, 4 and 6). High speed microscopy confirms the less stable
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Droplet Impact on a Heated Stainless Steel Surface: Influence of Camera Framing Rate
Samuel L. Manzello and Jiann . Yang
Bunlding and Fire Rescarch Laboratory iBFRL)
National Institute of Standards and Technology (NIST)
Cinithershurg, WM 208009-5662 1754

The mpact of a single water droplet upon a polished
stpinless steel surface was imaged vsing a Digital High Speed
Camera at 300, 1000, and 15000 frames per second with
shutter specd set to 50 s, The camera was fifted with a 60 mm
micre lens to obtain the required spatial resolution to capture
droplet impingement.  The camera was aligned at an angle
=337 with respect to the horizontal.  Surface heating was
accomplished uwsing a copper block  with two  miniaturg
cartridge heaters embedded within 1. The surface temperature

Journal of Heat Transfer

was controlled within £ 1 °C using a temperature controller,
The surface tlemperature and impact Weber number (e
AV e, where 1 s droplet diameter, Vs impact velocity, g is
density, o is surlace tension) were Nixed lor cach framing rate
at T, = 345 °C and We = 163, respectively. At 15,000 frames
per second, jetting was observed during breakup of the liguid
film.

AUGUST 2004, Vol. 126 / 499
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adiabatic wall

adiabatic wall

uniform T wall

Re=490

Experimantal Resulis

Computational Results

Axial flow and temperature distributions in a wavy plate channel at different Revnolds number

Steady Recirculation and Laminar Forced Convection in a Sinusoidal Wavy Channel
saurabh Yvas, Jichai Zhaong and Raj M. Manglik

Thermal-Fluids & Thermal Processi
University of Cincinnati, Ci

Experimental and computational characterizanon of swirl
Mo and heat transfer in a nominally two-dimensional (plate

separation-to-width = 0,067, sinusodal wavy channel wath

an aspect ratio {2 = amplitude/wavelength) of 0.25 and the
spacing ratio (plate spacing [ 2 < amplitude) of 1.0 s

presented,  The computational work 1s carried out using

fimte-volume  techmques  with a  non-erthogonal,  non

stageered grid.  In the experimental visualization, flow
pattern  photographs are obtamed by imecting very  fine
aluminum dust (63 pm) in the Aow field, lluminating it

with a high-luminosity light sheet and capturing the image

500 / Vol. 126, AUGUST 2004

¢ Laboratorsy
wati, (M1

on a digital camera with a shutter speed of 1T/8Y second. The
experimentally visualized flow fields amply validate the
Al low Re (-
2000 the Aow is essentially streamline and contoured 1o the

~'_'ur1:pulul|un;|l stremm functon somulations,

wall waviness,  With mereasing Re (= 2000, lateral re-

circulation, induced by the wall curvature, sets in the trough
regions of the wavy channel. The swarl strength and spatial
flow coverage increases with Re to produce temperature
fields  that have shorper gradients at the wall,  with
considerable thinning of the houndary laver, and enhanced

heat transfer

Transactions of the ASME

Downloaded 06 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm




Turbulence Level (Tu) =0.1% Turbulence Level (Tu) = 10%

ADIABATIC EFFECTIVENESS OF FILM COOLING WITH COMPOUND ANGLE HOLES - THE
EFFECT OF BLOWING RATIHO AND FREESTREAM TURBULENCE

James E. Mavhew James W, Bauzhn Aaron K. Byerley
Rose-Hulman Institute of Technology Umiversity of California, Davis United States Adr Force Academy

These photographs show the strong effects ol blowing ratio and freestream turbulence on the adiabatic
elfectiveness of film cooling with compound angle holes. The photographs on the left are for three ditferent blowing
ratios (M = 0.3, 1.0 and 1.3 respectively ) with low freestream turbulence levels (Tu = 0.1%) and those on the right are
for the same blowing ratios with high reestream turbulence levels ( Tu = 10%),

The surface in these photographs is insulated (Styrofoam) and is airbrushed with black paint and microencapsulated
thermochromic liguid erystals (TLCs)h The hole is oriented with a compound angle of 457 and with an injection angle
of 307 from the flat plate surface

The colors are the hue values for the TLCs and are calibrated against temperature, thus the photographs represent
the surface temperature distribution. When shightly corrected lor radiation and a small amount of conduction, this 15
the adighatic wall temperature. The jet 1s heated above the freestream temperature. The adiabatic effectiveness is
defined as the ratio of the difference between the adiabatic wall temperature and the freestream temperature 1o the
difference between the jet temperature and the freestream temperature. Thus the colors (hues) in these photographs
represent the adiabatic effectiveness directly. Adiabatic effectiveness is important in determining the total heat transfer
for film cooling,

These photographs show that both blowimng ratio and freestream turbulence have significant effects on the adiabatic
ellectuveness. Inereased blowing ratio decreases the area over which cooling occurs, while freestream turbulence
mereases this area.

Journal of Heat Transfer AUGUST 2004, Vol. 126 / 501
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Steady Flow: a) Flow from left to right

b) Impinging Jet at top left tuft

__,.:gl,.w

>

SURFACE FLOW VISUALIZATION USING ENCAPSULATED THERMAL TUFTS FOR STEADY FLOW
AND A DYNAMIC HEAT TRANSFER MEASUREMENT TECHNIQUE FOR UNSTEADY FLOWS

James W. Baughn, A. David Ochoa, and Jason 8. Smith
L miversity of California, Davis, California

Aaron K. Byerley
United States Air Force Academy, Colorado

The photographs above show the Tow direction on a surlface
using thermal tfts produced with embedded capsules. The
capsules are short copper oy linders (3 mm diameter ) contaiming n
phase change material (water), The wall 1= made of a poor
conductor air brushed with microencapsulated thermochromic
liquid crystals. For these pictures a color play temperature of
12°C with o 6°C band was chosen, The model 15 cooled until the
water freezes, When exposed to flow the surface approaches
ambient temperature while the embedded capsules thaw to the
phase change temperature and then remain isothermal. The
thermal tuft appears on the surface downstream of the capsules
pointing in the direction of the surface fow. I it is desired to
imitially heat the medel, other phase change materials can be used
above the ambient temperature reversing the process, The
thermal tfts produced by this new surface Mow visualzation
methad are similar 1o those produced by the “laser thermal ™

502 / Vol. 126, AUGUST 2004

The sequence of photegraphs above show the nme-dependent
heal transter coeflicient distnbution on a wall downstream of
a profruding ey linder with voerex shedding, providing
dynamic heat transfer measurements and dynamic surface
Now visualization, The expernimental technigue uses a low
thermal mass substrate (thin tissue paper) for the surface
which 1s embedded with microencapsulated thermochromic
ligqud erystals and heated uniformly with infrared radiaton
I'he hue 1s temperature-dependent and thus each hue
represents a specific surface temperature and corresponding
heat transfer coefficient (hy. The frequency response s
dependent on the value of b, its fluctuation, the color play
temperatures, and the thermal mass of the substrate. For air, it
is estimated that fluctuations in the range of 10-100 Hz can be
observed  Observation ol the Tow Muctuations in these
photographs is limited by the video frame rate of 30 fps

Transactions of the ASME
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Image Image of measured
processing: temperatures:

RGBE

oD
image:

TLC-coated
Camanrd;

measured object;
@- =5~ [~ O-

Temperature 7 - hue A relation: U

c,
c. Temperature - hue

relations.

a. TLC measured temperatures on a cylinder, heated electrically by

a thin Foal onoats surlace, in 63m's axial air Tow. b, The rear part.

d. The eylinder (2), and a TLC-coated and elecirically-heated thin plate (1). e. The isotherms on

the thin plate (1 in Fig. d) indicate the separated flow.

L=

- Surface isotherms ("C) on a steel prism. in
200mds 2070 air crossflow from below,

1=

f.
L Isotherms on a steel gear 2= 100 mm cooled

from 115°C by 300 m/s 20°C air crossflow

Temperature measurements using thermochromic liquid crystals

Roland Wiherg Noam Lior
Dept. of Mechanics, K'TH. Stockholm, Sweden. Dept. of Mechanical Engng. and Appl.
Mechamics, Univ, of Pennsyvlvamia. Philadelphia

Email: molandiomech kih,se
Thermochromie liguid erystals { TLO), change their reflected colors with their temperature, and are,

with digital image processing, used [or wireless wmperature feld measurements. The lemperatures
and the applied surface heat flux can also be used 1o determine convective heat transter coeflicients,

AUGUST 2004, Vol. 126 / 503
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Confocal Laser Scanning Microscopy (CLSM)

Optical Serial Sectioning Microscopy (0S5M)

[Measured diffraction patterns of 500-nm particles]

[Calculated diffraction patterns] 12 pm

Az=1064 pm

12 pm

Bl

[PSF: Point Spread Function]

0 num (Focused Plane) 1z = 0 um (Focusad Plana)

Tracking of Line-of-Sight Locations (CLSM) Tracking of Line-of-Sight Locations {(OS5M)

L RLE | L 155 um -I

1Z in pm

1Z in pm

Nanoparticle Tracking Using CLSM* & OSSM™ Imaging

J.S. Park, C.K. Choi and K.D. Kihm
Micro/Mano-5cale Fluidics and Heat Transport Laboratory [hitp
Texas A&M University, College station, Texas

go.1o/microlab]

The { onloeal et Scanning Microscopy® (CLSM ) and Optical Ser Sectioning Microscopy (1556 ) enable nano-particle tracking to
locate their axial locations with @ micrometer resolution, The three-dimensional diffraction patterns, so-called Point Spread Function (PSF),
are theoretically predicted and expenimentally validated so that the defocus distance (Az2) can be determined from the comparison of the two
A plan-fluorite objective (40X, NA 0.75) are used to detect the diffraction pattemns of 300-nm fluorescence-coated polystyrene spheres
suspended in the 170-1m deep micro-laver of water

504 / Vol. 126, AUGUST 2004 Transactions of the ASME
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Three-Dimensional Tracking of Nanoparticles Using R-TIRFM" Technique

A. Banerjee and K. D. Kihm

Micro/MNano-Scale Fluidics and Heat Transport Laboratory [hitp ) go to/microlab
Texas A&M Umversity, College Station, Texas

The novel Ratiometric-Total Internal Bellection Fluorescence Microscope® (R-TIEFM) imaging techmque enables nano-particle
tracking in the hine-of-sight () direction with a manometer spatial resolution, The dignal tracking of the particle imag

plane provides its lateral locations with the spatial resolution equivalent to the CCD pixel do
(60X, NA=1.45)

e centers on the x

nsions, An ol immersed TIRF lens

i ar
first of i= kind 1o tap

s used 1o track 200-nm fluorescent micro-sphere racers illuminated by a

zon-ion blee laser. The technique is the
dutions in a full threg=himensienal way. This work was
the NASA-Fluid Physics Program Grant Ne. 3-2712 and partially by the USDOE Arponne National
Grant No, DE-FGD2-04ER46101

and track manc-particles with nanometer spatis
partially spomsored by

Laboratory
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System Description
< O {110 pwm) >
multiple carbon layers (3.4 A interspacing)

« Cylindrical gecmetry, closed ends

 Internal pressure: up to 20 MPa {leak-tight)
* Fluid compaonents; H.0 (~85%), CHs, CO;
» Contact angles: 0-25 degrees (wetting)

+ Liquid volumes: ~10 " [atta] liters

« Excellent definition of gas/liquid interfaces

* Mo significant defects on the inner wall surface;
ideal system for contact line or wetting studies

Actual [ =
TEM image | Gas Liqui
Detail : -

50 nm

The Experiment

Upper
Closure

Closure

® marks a fixed location on the
nanctube wall for better visualization
of the fluid interface motion

(a) and (f) wera created by interlacing
Lower several images of the same nanotube
Closure to retain high resolution

EVAPORATIVE TRANSPORT OF AQUEOUS LIQUID IN A CLOSED CARBON NANOTUBE:
A NANO HEAT PIPE?

Almila G. Yazicioglu, Constantine M. Megaridis Yury Gogotsi
Liniversity of Ninois at Chicago. Chicago, IL Drexel University, Philadelphia, PA

Evaporative transport of liguid from one end of a carbon nanotube compartment. about 1um long, to the other end
was achieved using a hydrothermally-produced multiwall nanotube and the beam of a transmission electron
microscope (TEM, JEOL JEM-3010, 300 keV) as the heat source. The inner diameter of the tube shown above is 70
nm. Initially, the liquid inclusion (marked by the white dashed outline) was constrained between an internal closure
and a long gas bubble (frame a). The field of view of the TEM was moved to the top area of the shown nanotube (b).
where the liguid was initially located, and this area was heated slowly by focusing the electron beam. As the beam
was contracted, the liguid gradually evaporated due to the induced heating (c.d). When the heating was ceased,
approximately §5% of the liquid had evaporated from this area (). The TEM field of view was subsequently moved to
the other {lower) end of the nanctube, which was relatively cool during the heating of the top area, to reveal that the
liquid had condensed there (f). The entire sequence (a-f) lasted for about 20 seconds.

This sequence demonstrates the ability to transfer energy between the two ends of the nanotube. Assuming the liquid
is pure water, the energy transported in this process is approximately 2 nd. This energy, if delivered in its entirety,
could raise the temperature of a 5 um biological cell by ~0.01 K. Supported by NSF NIRT grant CT3-0210579,

506 / Vol. 126, AUGUST 2004 Transactions of the ASME
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A New Model for the Effect of
Calcium Sulfate Scale Formation
m. samialahmadi § 0N Pool Boiling Heat Transfer

The University of Petroleum Industry,

Ahwaz,
Iran Scale deposition on the heat transfer surfaces from water containing dissolved salts
. considerably reduces fuel economy and performance of heat transfer equipment. This
H. Muller-Sleinhagen problem is more serious during nucleate boiling due to the mechanisms of bubble forma-
Institute for Thermodynamics and Thermal tion and detachment. Using a precision pool boiling test apparatus, the effects of heat flux
Engineering, and calcium sulfate concentration on heat transfer coefficient and formation and growth
University of Stuttgart, of deposits are investigated. The transient change in heat transfer is closely related to
Institute of Technical Thermodynamics, wick boiling, and the associated changes in bubble departure diameter and bubble site
German Aerospace Centre (DLR), density. A physically sound prediction model was developed for the prediction of heat
Germany transfer coefficients as a function of time during deposition processes. Based on compari-
son with experimental data over a wide range of foulant concentrations and heat fluxes,
the model is considered to be sufficiently accurate for practical application.
[DOI: 10.1115/1.1777579
Keywords: Boiling, Bubble Growth, Crystal Growth, Fouling, Heat Transfer, Modeling,
Scaling
Introduction recently, there has been an intensification of activities to reduce

. . N th? energy requirements in response to environmental concerns
Heat transfer to hard waters is an essential operation in m %P the high prices for energy

concentration, crystallization and evaporation processes. In cos aleat recovery, which is an important aspect of any energy man-

desalination plants for the production of fresh water, seawalg, ement, depends on the effective operation of heat exchangers.

with high dissolved salt content is evaporated. In these processgyaning schedules in processes such as the live steam heater in
various sa_tlts will pre_C|p|tate and cause fouling of tht_e heat trgnsf@{e Bayer process for the production of alumina or in phosphoric
surfaces in a certain order depending on operating conditiong;g evaporators in the dihydrate process may be required every
gspeually tempgrature and concgntratlon of foulfants |n.the Solo weeks, which is a major drawback in any energy saving
tion. The solubility of most salts increases with increasing teMzheme3,4]. The fouling problems can even be more serious if,
perature, and as a rule, these salts do not crystallize on heaggdexample, the evaporators are incorrectly designed or operated.
surfaces unless their concentrations are extremely high. Fouling Of:ouling is a function of time, starting from zero and proceeding
heat transfer surfaces is caused by those salts whose solubilitydgording to some pseudo-asymptotic or linear relationship. Using
generally limited and in most instances decreases with increas@@onstant value for the fouling resistance at the design stage,
temperature. The principal constituents that cause problemsyifiich is common practice in designing heat exchangers, can thus
seawater and most industrial evaporators are calcium sulfate ggdict what will happen to the heat exchanger performance but
calcium carbonate. Theoretically, maintaining a slightly acidic pldot when it will happer5]. It is, hence, likely that the equipment
can control the deposition of calcium carbonate. Calcium sulfatgill have to be taken out of service for cleaning at an inconvenient
however, is not significantly affected by pH and tends to precipand economically undesirable time. Advanced design procedures
tate on the heat transfer surfaces once the water becomes sufagrheat exchangers subject to fouling should allow not only the
saturated. The major limiting economic factor in evaporation prderecasting of whether fouling deposits will build-up, but also the
cesses is the degree to which industrial fluids can be concentratiete and the extent to which this will happgéi.

before calcium sulfate scale occurs. For example, seawater beA review of the existing literature on scale formation during
comes saturated with respect to calcium sulfate anhydrite whempdol boiling of salt solutions reveals that there have been few
is evaporated at 100°C to two-third of its original volurffg]. serious attempts to understand the effects of boiling mechanisms
Deposits pose a barrier to heat transfer, which means additional the formation of scale. The results of experimental and theo-
energy is required to maintain the desired process conditiorigtical investigations on this subject have been reviewed by Jami-
They can typically degrade the performance of heat transfer satahmadi and Miler-Steinhager{7] and Bott[8]. Most of this
faces by as much as 80 percent and can sometimes cause completé has been done at heat fluxes well below 100 k¥v/udi-
failure [2]. Eventually, operation must be curtailed to remov#ional experimental studies are needed at higher heat fluxes. While
these deposits, which results in high heat exchanger cleaning 4@ understanding of the mechanisms of scale formation under
downtime costs. One of the major restrictions to economic opei200! boiling conditions has improved, sound modeling of boiling
tion of industrial boilers is the problem of fouling of the heafe€at transfer in the presence of deposits is not possible yet. One of
transfer surfaces. Even though the problems associated with s¢éBRimpediments to developing a prediction model for the deposi-
formation have been known since the beginning of the industriin Process is the complexity of the basic mechanisms of scale
revolution, they have rarely been a cause of much concern as IdRgnation and the interaction between deposition and bubble

as reasonably good water quality control was maintained. Mc#0Wth, nucleation site density and detachment phenomena.
The reliable prediction of cleafi.e., initial) heat transfer coef-

Contributed by the Heat Transfer Division for publication in tf@JBNAL OF ficients of salts with negative solubility is also of major impor-

HEAT TRANSFER Manuscript received by the Heat Transfer Division October 31tance fqr. optimum .and economical OVGI‘{i“ plant design and a
2003; revision received April 30, 2004. Associate Editor: M. K. Jensen. prerequisite for any in-depth study on fouling in these processes.
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Boiling heat transfer coefficients for salt solutions will be different 400 mm
from those for pure water because of the widely different surface
tension, wetting characteristics and bubble coalescence behavior. i
A main objective of the present investigation was, hence, to study e
systematically clean heat transfer to calcium sulfate solutions by
measuring heat transfer coefficients over a wide range of heat ™™
fluxes and concentrations. A unified model was developed to pre-
dict the clean pool boiling heat transfer coefficients of salts with
negative solubility.

The fouling mechanisms of calcium sulfate under pool boiling
conditions have then been obtained by measuring heat transfer

216mm 99.1mm_|

E-Type Thermocouples Heating Element

Stainless Steel Surface

coefficient, bubble size, bubble shape, bubble frequency and CopperLayer A
nucleation site distribution during the fouling period. After clari-
fication of the mechanisms of fouling and the effects of various Fig. 2 Schematic diagram of the test heater

parameters on the fouling process, a predictive model for calcium
sulfate fouling rates under pool boiling conditions has been
developed.

type 316 stainless steel Swagelok tube fittings. Vacuum is drawn
Experimental Equipment and Procedure in the system using a vacuum pump connected to the rig through

a water trap.

Pool Boiling Apparatus. The complete pool boiling appara- P . )
tus used in this investigation is shown in Fig. 1. The boiling rig Pat@ Acquisition and Data Reduction. An OMEGA
consists of a boiling section, a closed loop containing CondensiH‘ﬁcrocomputer-controlled data acquisition system was used to
and preheating sections, heaters with power control units, apggasure temperatures and pressure continuously at given time in-
instrumentation to both provide local indication and data acquidgvals. The power supplied to the test heater could be calculated
tion input. The boiling section is a 40 liter capacity, thick-walled'om the measured current and voltage drop. The average of ten
cylindrical stainless steel vessel, with glass view ports at poY9ltage readings was used to determine the difference between the
sides. An electric resistance band heater controlled by a varia¥f@!l and bulk temperature for each thermocouple. The average
a.c. power supply heats the vessel externally. Output from a thigmperature dlﬁerence was the arithmetic average for four .ther-
mocouple fitted inside the vessel is used to trip the variac unitfocouple locations. The temperature drop between the location of
the solution temperature exceeds a set limit. The test heateil§ wall thermocouples and the heat transfer surface was deducted
mounted horizontally within the tank and can be observed aff@m the measured temperature difference according to
photographed through the observation glasses. Heaters are manu- s
factured by Ashland Chemical Company according to an HTRI T~ Tp=(Tih—Tp)— —q 1)
design. Four E-type thermocouples are embedded inside the A
heater as shown in Fig. 2. Three of the thermocouples are used|fpthis equation, s is the distance between the thermocouple loca-
data acquisition and the forth is used as a trip input for the te#n and the heat transfer surface anis the thermal conductivity
heater’s variac power supply, should the internal temperature gffthe tube material. The heat transfer coefficieris calculated
the heater exceed a defined limit. A safety relief valve is fitted &om
the top of the flow circuit to relieve the pressure in the event of a .
pressure excursion due to failure in cooling or failure of the variac w= q @
controllers. The condenser is a co-current two-stage single tube Ts—Tp
heat exchanger that can be configured to include one or both Cét]_
i

densing sections. Cooling is effected by domestic water regula regular time intervals, pictures of the heat transfer surface were
; en with a microprocessor-controlled camera. In addition, video
by means of a rotameter and a manual flow control valve. Follow- P

ing condensation the water is heated just prior to returning to t 8uipment was used to record the formation and growth of
boiling tank by an electric resistance pre-heater manually co Ubbles at the heat transfer surface. These recordings were then

. . sed to determine the bubble departure diameter, active nucleation
trolled by a variac power supply. Boiling tank, condenser, pres

heater and pipe- s i{e density and bubble frequency as a function of time.
pipe-work are heavily insulated to reduce heat losseS 10
the ambient air. Pipe-work is stainless steel tubing connected byError Analysis. The experimental error for the measured heat
transfer coefficients may be due to errors in the measurement of
heat flux, bulk and heat transfer surface temperature. As all test
heaters were sanded with grade 240 emery paper, it was postu-
lated that in all experiments the heat transfer surfaces were com-
Philips data parable with respect to surface roughness. By repeating some
fouling runs, almost the same fouling curves were obtained, which
\nsulation confirms the above assumption. The error of the adjusted heat flux
i 4 is due to errors in the measurements of electrical current and
voltage. It was observed that the power delivered by the heater
box showed small fluctuations depending on the time of the day.
During the night and the weekends, a higher heat flux than during
working days was observed. For example, it was intended to run
the test with a heat flux of 301.2 kW/nxiThe average of heat flux
was 304.5 kW/r This magnitude corresponds to a deviation of
1.1 percent of the target value. It is accepted that this phenomenon
has some minor effect on the values of heat transfer coefficients.

q’) Pressure gauge

Vacuum pump
Trap
Cooling 6 1T |

Water in

Test heater

J19SU3PUOD

| Cooling
ST Water out

Sampling &—
>

St ———% The liquid and vapor temperatures were measured with K-type
Drain 405 - I thermocouples located in the bulk of the solution. These thermo-
couples were initially calibrated against a quartz thermometer
Fig. 1 Pool boiling apparatus with an accuracy of about 0.02 K. The inaccuracy in temperature
508 / Vol. 126, AUGUST 2004 Transactions of the ASME
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measurements due to calibration errors of the thermocouples may % Tomtioar

Experiment
lead to a deviation of approximatety0.2 K. The pressure of the Symbols | CaSO, (kgim?)
system was measured with strain-gauge sensors having a factoryg e 0.0
calibrated accuracy of about 0.5 percent of the operating range, & 2 —2 17
. . . S a 14 04
which was adequate for the fouling experiments. z: = " &
‘:" w58 0.7
3
1
Experimental Procedure I
<
The solubility of calcium sulfate has been studied in detail by "g
Marshal and Slushef9]. Najibi [10], by no_nllnear regression = ir ® P p——
analysis of these data, developed the following correlation for the & .| & System Line | o, (Wim2K)
prediction of the saturation concentration of calcium sulfate as a Distilled water 6000
function of ionic strength of solution and temperature . ) , , | cas0, solutiens [===| 4500
5 10 20 50 100 200 500 1000
C*=10""b2 (3) Heat flux, q (KW/m?)

where the parametees b, andZ are given by Fig. 3 Heat transfer coefficients for pool boiling of water and

a=2.047-0.01136T calcium sulfate solutions
b=-6.5832+0.0226T 4)
g Results and Discussion
11 51 Clean Heat Transfer Coefficient. Figure 3 shows heat trans-

fer coefficients as a function of heat flux for calcium sulfate solu-

At temperatures higher than 40°C, the solubility of calcium sulfat@&ons with various concentrations. The results are compared with
decreases with increasing temperature for the ordinary sotltbse obtained for de-mineralized water under identical operating
phases. Under normal operating conditions, the hottest portionaainditions. The experimental data for de-mineralized water are
water is the layer next to the surface of the heating element.dfso compared with the prediction of the correlation suggested by
there is calcium sulfate in the water, its point of lowest solubilitgzorenflo[12]
is at the surface of the heating element. Any precipitation is, there-
fore, expected to take place there. & F..-F.-Fuo F (5)

The calcium sulfate solution was prepared for each run by dis- a4 P WRTWM
solving reagent grade calcium sulfate hemi-hydrate in dg;

. . o L here
mineralized distilled water, and allowing it to stand for more than

0.15

24 hours. For the present investigation, the calcium sulfate con- q\%90% P,

centration was in the range 0.8 to 2 kd/mwhich provided a Fq:(—) ., Fp=1.2p>%"+2.05, + = (6)

supersaturated solution in the vicinity of the test heater. All runs Yo Pr

were performed under pool boiling conditions and at a pressure of R, |13 pCoA 0.25

1.1 bar, according to the following procedure: FWR:(R— , M:(—)\ @)
Prior to commencing a test run the test heater was cleaned to aref (PCpM)res

remove scale from previous test runs and then abraded using Z40 de-mineralized water the reference heat transfer coefficient
grade wet and dry sand paper. The direction of abrasion was alang; for a reference heat flux of 20 kWfnand a reference-reduced
the heater to give a longitudinal pattern of shallow grooves on tipeessure of 0.1 is 6 kW/fiK [12]. The agreement between ex-
heater surface. This practice was similar to that of Weh%#], perimental data for de-mineralized water and predicted values is
who reported a mean roughness average vByef 0.407 um very good. The heat transfer coefficient drops rapidly when a
and an integral roughness valRg of 1.01 um. Following abra- small amount of calcium sulfate salt is added to the demineralized
sion the test heater was washed with distilled water to remove alater. However, the results show that the actual salt concentration
abraded and abrasive material, dried with clean paper towels drab only a negligible effect on the deterioration of the heat transfer
finally cleaned with acetone prior to installation in the test appaoefficients. The degradation of the boiling heat transfer coeffi-
ratus. The glass observation windows were closed, and the systg@ents is attributed to several phenomena, which occur simulta-
connected to the vacuum pump. Once the pressure of the systeously in the vicinity of the vapor bubbles on the heat transfer
reached approximately 0.1 bar, the salt solution, which was prirface[13,14]. When calcium sulfate solution is vaporized, the
pared and filtered 24 hours earlier, was introduced to the boilimgncentration of water at the vapor-liquid interface is lower than
vessel through a 6 mm (0.25 irsample line. Following this, the its concentration in the bulk. As a consequence, there is back-
tank heater and condenser pre-heater were switched on anddifision of calcium sulfate molecules away from the interface
temperature of the system was allowed to rise to the saturatiomo the bulk of the solution, leading to a dynamic equilibrium as
temperature. Meanwhile, the system was deaerated several tinoeg) as the interface concentration remains below the saturation
and then left at saturation temperature and 1.1 bar pressure doncentration. Schhder[15] and Schmitf16] have shown that
about 10 hours to obtain a homogeneous condition throughotiite vaporization process can be divided into two consecutive
Then, the power was supplied to the test heater and kept astages. In the first stage, nucleate boiling occurs with bubble
pre-determined value. Data acquisition system, microprocessgrewth at the heat transfer surface. Heat flows through the liquid
controlled camera and video equipment were simultaneousdyer, from the heating surface to the bubble interface. Preferential
switched on to record temperatures, pressure, heat flux and visesshporation of water at this stage raises the local bubble point
information. Samples were taken from the solution during theemperature fronT, to T;, which reduces the superheat driving
experiments and analyzed by atomic absorption and spectroptite evaporation process. In the second stage, the bubbles detach
tometry. Immediately after the run, the solution was drained ariicbom the heat transfer surface and rise to the surface of the liquid,
the test heater allowed to cool and dry. It was then removed fronhere their temperature falls frofy to T,,. Schlinder[15] as-

the system, the deposit weighed and a sample taken for electsumed that this process takes place adiabatically. In addition to the
scanning microscopy. latent heat of vaporization, which is required to form the bubbles,
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Calcium sulfate concentration (kg/m?) Fig. 5 Comparison of bubble departure diameter and nucle-

ation site density during boiling of a calcium sulfate solution

Fig. 4 Effect of calcium sulfate concentration on the boiling with those in distilled water

point elevation of solution

a certain proportion of the total heat supplied is generally trans- amdi (13)
ferred directly by convection to the boiling liquid. The heat trang-lence boiling point elevation can not explain the observation that
fer coefficient in the first stage may be defined as heat transfer coefficients for calcium sulfate solutions are signifi-
. cantly different from those of pure water. Figure 5 compares
q=ai(Ts—Ti) ()  bubble growth on the heat transfer surface for a calcium sulfate
For practical purposes, the pool boiling heat transfer coefficieriglution and for pure water under otherwise identical operating
are generally defined according to the difference between hé&anditions. It is apparent that the number of nucleation sites is

transfer surface temperature and bulk temperature decreased, while the bubble departure diameter is increased due to
. the presence of the salt. The general approach for the calculation
q=a(Ts—Tp) (9  of & is to use a pure fluid boiling correlation with physical prop-
Combining Eqgs(8) and(9) yields erties of the mixtur¢18]. The reference heat transfer coefficient,
ap in the Gorenflo correlatiofEgs. (5)—(7)) can be calculated
1 1 T-Tp, 1 AT, 10y Using the correlation suggested by Stephan and Pre[2@3en .
a + qa o + q (20) " For the calcium sulfate solutions a reference heat transfer coeffi-

cient of 4500 W/MK is obtained for a reference heat flux of 20
/m? and a reference reduced pressure of 0.1. The predicted

n heat transfer coefficients for calcium sulfate solutions based
MSthese reference conditions show good agreement with the ex-
rimental results, see Fig. 3.

In terms of thermal resistances, the first term on the right ha
side presents the interfacial heat transfer resistance and the seqgg
term presents the additional resistance caused by the mass tr
fer. The general approach for the calculation of the second ter
to obtain the interfacial composition from mass transfer principles
and then to estimate the interfacial temperature from boiling pointChange in Heat Transfer Coefficient With Time Due to
data. This approach has been used with some success for mogghle Formation. Formation of deposits on the heat transfer
ing of boiling heat transfer to solutions with high dissolved saliurface further reduces the heat transfer coefficient. Figu@as 6
concentration by Wadekar et 4ll7] and by the present authorsto 6(g) show heat transfer coefficients as a function of time for
[18]. heat fluxes ranging from 35,000 to 480,000 \§/mihe general
Boiling point elevation is related to vapor pressure loweringshape of the heat transfer coefficient versus time curves is char-
and, hence, to molar concentration. It can be expressed by Hierized by a sharp decrease to a mininfuegion 1), followed
following simple relationshig19]: by an increase to a maximufregion 2)and a subsequent gradual
AT,=imK, (11) decrease towards an asymptotic valegion 3). The extent of the
variations in heat transfer coefficient with time is strongly affected
The parameter is the van't Hoff factor which takes into consid- by the adjusted heat flux and foulant concentration. With increas-
eration the effect of ionization of solute moleculesjs the mo- ing heat flux, the operation time between regions 1 and 2 de-
larity of the solution, and}, is the molar boiling point elevation creases and heat transfer decreases faster and to a larger extent
constant. For calcium sulfate solutions; 2 andK,=0.512[19]. than for low heat fluxes. The appearance of the heating element,
Salts with negative solubility are sparingly soluble in water; theréubble size and nucleation site density during a run at 38,522
fore, according to Eq(11) their boiling point elevation is much W/m? is shown in Fig. 7. It is obvious that the presence of the
less than for salt solutions with positive solubility. The solubilitydeposit sharply increased the number of the active sites in region
of calcium sulfate in water is limited to about 2 kgimat its 2 as compared to region 1. In region 3, the number of nucleation
normal boiling point. Hence, when calcium sulfate salt is added #ites decreased again. Figure 8 shows the variation of active
water it has only a negligible effect with respect to boiling pointucleation sites with time for a heat flux of 38,524 \W/rthe
elevation. The measured boiling point elevation of calcium sulfateimber of active nucleation sites rises towards a maximum, after
solutions is given in Fig. 4 as a function of concentration. Thehich it falls back to a value close to that at the beginning of the
experimental data are also compared with the prediction of Eexperiment. Between the two data sets was a region with very
(11). The results illustrate that the boiling point elevation of cakigh nucleation site density, for which individual bubbles could
cium sulfate solutions is almost independent of concentrationot be counted, anymore. Comparing these results with those

Hence, for this case shown in Fig. 6(a), consistent trends are found. In region 1, only a
AT ~0 (12) few nucleation sites are present on the heat transfer surface. In
b region 2, the number of active nucleation sites increases sharply
and Eq.(10) reduces to with time, owing to the formation of additional sites by the de-
510 / Vol. 126, AUGUST 2004 Transactions of the ASME
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e) t = 1426 min f) t = 1883 min

¢) t = 2872 min ' h) t = 4320 min

i) t = 5640 min i)t = 7283 min

Fig. 7 Appearance of heating element during a fouling run at 38,522 W /m?

posit. The number of these sites gradually decreases throughKinetics of Deposition Process and Nature of Deposit
region 3. The bubbles in region 1 are hemispherical with large

contacting area with average diameters between 10 to 25 mm %%ghe deposition of calcium sulfate scale on heat transfer surfaces

a detachment frequency of about 7 bubbles per second. In regi be expressed by the following reaction

2 and 3, only spherical bubbles are observed, with an almost uni-

Ca#*+SC, —CaSQ? (14)
form diameter of about 2 mm. The observed changes in bubbl

formation due to the growth of deposit on the heat transfer surf ost all investigators confirmed experimentally that the crystal-

are explained in detail, elsewhe22].

1,000

10

Region 2 Region 3

100
Region of high nucleation site density

01

{1): Moghadasi [29] ~ T~

Nucleation site density (cm2)
Reaction rate constant, k, X103 (m*/kg.s)

0.01 f (2): Krause [24] AN T ®
(3): Bohnet [25) ~
{4): Mori et al. [27] ~N
0.001 | {5): Naiib et al. [23} \\
(6): Lammers [26] [t}
(7): Helalizadeh [28]
(o] 0.0001 L L A
22 24 26 1 28 3 3.2
L 1 L L L ~ .
50 75 100 125 150 X0 ‘&)
Time (hr)
Fig. 9 Comparison of the rate constant of calcium sulfate
Fig. 8 Active nucleation site density as a function of time deposition suggested by various investigator
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Fig. 11 Variation of the thermal conductitity and density of the
deposit with heat flux

ers varied from 0.045 to 0.23 mm, the thermal conductivity varied
within the limits of 0.6 to 1.5 W/nK. Haller et al.[31] reported
thermal conductivities of deposits between 1.3-2.5 Wwith
porosities between 0.65 to 0.75 vol-percent. Kra[&&] found
values of 1.2 W/m-K and 2100 kgfrfor thermal conductivity
and density of the deposit layer, respectively. Chenowatt
reported that the average thermal conductivity of gypsum deposit
in evaporators is 1.3 W/r.

The thermal conductivity, density and porosity of the deposit
are very sensitive to the deposit structure. Figure 10 shows typical
pictures obtained by electron scanning microscopy of scales
formed at 38,524, 120,482, and 301,205 \W/raspectively. A
porous, needle-like structure is characteristic for the deposit
formed at low heat fluxes while at high heat fluxes, the crystals
are short, less porous, and more adherent. The thermal conductiv-
ity was found for a given deposit by reducing the heat flux well
into the natural convection region and comparing the heat transfer
coefficients with those measured with clean heat transfer surfaces
under otherwise identical conditions

s 11 -
Ny @ ay (17)

Fig. 10 Deposits observed at different heat fluxes (width=0.32
mm): (&) g=28,892W/m? (b) g=120,482W/m* and (c) g The thickness and density of the deposit could be measured after
=301,205 W/m? each run. The results of the thermal conductivity and density of
the observed fouling layers are summarized in Fig. 11. The results
are also compared with the results reported by other investigators.
lization of calcium sulfate is an elementary reaction. Hence, tfidese values agree with the values measured in the present inves-
rate of formation of calcium sulfate deposit can be written as tigation. The thermal conductivities obtained at high heat fluxes
Vv dc are higher than the values reported by Krai@g and Chenoweth

g=— A= k[C&* [SCE =k [CaSQ]?=k,(CL—C*)2 [32], probably due to the higher density of the deposits.

(15) Modeling of Pool Boiling Heat Transfer Fouling

The kinetic constant of calcium sulfate deposition follows an While the understanding of the mechanisms of scale formation
Arrhenius type equation under pool boiling conditions has improved, sound modeling of
k =k e ERT (16) the _cha_nge of heaf[ transfer coefficient with time qlue to scale for_-
ro mation is not possible yet. From the above experimental results it
The Arrhenius constark, and the activation enerdy are gener- is obvious that the traditional approach to modeling fouling as an
ally obtained from nonlinear regression analysis of the experimeadditional heat transfer resistance in series to a more or less con-
tal data. A range of values for these two parameters is availablesiant heat transfer coefficient to the fluid is not appropriate.
the literature[23—29. Reaction rate constants calculated fronRather, the deposition process affects the bubble formation
these values are compared in Fig. 9. While all models predictnzechanisms and hence the heat transfer coefficient itself.
considerable increase in reaction rate constant with temperatureThere is growing evidence that wick boiling predominates
the variation between the various models is extremely high. when the heat transfer surface is covered by a layer of porous
Experimental investigations to determine the thermal condudeposit and that this results in boiling characteristics quite differ-
tivity of the deposits are usually performed with cut-outs of pipesnt from those with a clean surface. Porous deposits contain pores
of heating surfaces with natural deposits. Vares ef20] ob- with different shapes and sizes connected to each other. McBeth
tained measurements in a temperature range from 300 to 50033] suggested a physical model for heat transfer through a layer
without the presence of water. The thickness of the observed lajf-deposits, which is shown in Fig. 12. Because of the capillary
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tp=0.731Xx10"17 C e ~124287RT (21)

Equation(21) predicts with good accuracy the transition time until
the beginning of region 3.

Solution T——3

Solution pore
Variation of Scaled Steam Channel Radius With Time

The following model has been developed for the decreasing heat

transfer coefficient in region 3, i.e., foEt, It is obvious that the

radius of steam chimneys is a function of time and decreases as

scale deposition due to evaporation at the wall proceeds. To cal-

Heat flow culate this variation as a function of the deposition rate, the chain

. . . ) rule is applied
Fig. 12 Boiling from porous deposit according to McBeth [33]

Deposit

Heat transfer surface Steam channel

dr dC dr -
4t dt ac (22)
forces, the liquid imbues the small pores in the direction of t )
heat transfer surface. The fluid pores are connected to larger pgf&e, first term can be calculated from H45)
which are acting as “steam chimneys”. Such a hydrodynamic dc A 2 mrdx 2m
model of flow in deposits works if the capillary pressure is suffi- — Mg = — My __Zd (23)

cient to overcome the frictional forces in the steam chimneys to dt Ve wr2dx r

create the essential pressure gradient between the bottom andrie second term in Eq22) represents the variation of scaled
OUtletﬁeCt'ﬁn of the stea;n hchlmneys. }:9 achieve ”}'S’ It |shnec 2am channel radius with respect to foulant concentration. This
sary that the diameter of the steam chimneys be larger than {agy, can be calculated from a material balance for the deposition

diameter of the fluid pores. A close-up of the mouth of one Qf,;ass over a differential element of volutsee Fig. 12)
these steam chimneys is shown in the stereo-scan photograp ofC '
dmy dmy

Fig. 13. These pores are of the order of 0.005 mm diameter and : - .
have a population density of typically 5000 per Mf83]. The V-C-V-(C-dO)= W:V'dczﬁ (24)
present modeling approach is concerned with the initial formation

of a porous dep_osit followed by gradggl cI_osure and deactivatiéit

of the steam chimneys by scale precipitation. dmy - padVy - pdw(ré—rz)-dx - par(r+dr)2—r2]-dx

Initial Formation of Porous Deposits. The initial porous de- dt dt dt dt
posits are formed in regions 1 and 2 of the heat transfer process,

see Figs. 6(a)f The duration of these two regions, i.e. the time ~2 d d_X o5
until the heat transfer coefficient starts to decrease continuously ~epgmrar dt (25)
was found to be a function of heat flux and foulant concentration.
Assuming a Oth order rate equation with respect to foulant cofi™
centration, one may write ) , . dx
dc V=17r°u; a=u (26)
- ==Kk (18) ) ) .
dt Replacing Eqs(25) and (26) into Eq. (24) yields
Separation of variables and integration yields dr r
—= 27
ok Substituting Eqs(23) and (27) into Eq. (22) yields
where X is the fractional conversion of calcium sulfate. Whén dr My
approaches about 1 percent, titngpproaches the transition time T p_ (28)
d

to. k; is the reaction constant which has recently been given by
Helalizadeh 28] for batch crystallization of calcium sulfate as Equation(28) is applicable as long as the activity of the steam
k,=3.8X 10! g~ 124287RT (20) chimneys remains constant and does not decay with time.

Hence, Eq(19) simplifies to The Rate Equation of Deactivation of the Steam Chimneys
In general, the activity of the steam channels drops as salt con-
centration and heat flux increases, i.e., as the deposition rate in Eq.
(28) increases. In analogy to solid porous catalysts, the activity of
a steam channel at any time may be defined as
a= st T (29)
Msto Mo

wheremg, is the actual steam production of the steam chimneys
andmg o is steam production before channel deactivation sets-in.
It is reasonable to assume that deposit formation rate correlates
with evaporation, henceis also about equal to the ratio of actual
rate of deposition in the steam channels,, to initial rate of
deposition,mg 0. Levenspiel[34] proposed the following power
law equation to correlate the time dependence of the activity of
activation sites on the interior surface of pores

Fig. 13 Close up of picture of the mouth of a steam chimney d_a: K,-ad (30)
with about 0.005 mm diameter [33] dt ¢
514 / Vol. 126, AUGUST 2004 Transactions of the ASME

Downloaded 06 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



whered is called the order of deactivation, which is generally 40 16

Concentration ratio

considered to be unity. Separating the variables and integrating ~ j----- Temperature ratio
gives asf J14
a=a, e k"t 32 .
o 30F J12
Sincea, must be unity according to Eq29), Eq.(31) reduces to ¢ s
k] . s
a=e kdt-to) (32) § Bf "mmmmmmmmmmmimooofmmmmmmoees E
Substituting Eqs(32) and (29) into Eq. (28) yields g 2k E g
dr Mo (o
a T E € e (33) 15F o6

Hence the scaled steam channel radius at any time can be obtain 10 , . , ) [p=11bar | o4

as a function of deposition rate from the integration of E28) 0 100 200 300 400 500 600"
Heat flux, q (kW/m?)

r-nd,O —Ka(t—
r=ro— K (1—e k(t=10)) (34)  Fig. 14 The ratio of concentration and temperature of solution
Pd¥d at interface and bulk as a function of heat flux
or
Ar m,
—=—22 (1-e ki) @5) o . .
ro pdkaro Since only water evaporates at the interface between the solution

The deactivation rate constai is generally a function of tem- @nd the vapor bubbles|; equals zero and E¢42) reduces to

perature and follows an Arrhenius type equati@da] i

N i 43
- =pBIn
kd:kd,oe E4/RT (36) w=pB 1*X\l,)v (43)
Eq is the deactivation energy or temperature dependency of thgerefore,
channel deactivation process. Regression analysis of the experi- . . )
mental data gives 1-x, X Ny
— T TeXp — (44)
ky=1.1-10° e~ 33650RE (37) 1-xb X2 pB

The low deactivation energy of steam chimney blockage indicatéssuming that all the heat flow from the heat transfer surface
that this process may be considered as a physical phenomenopasses into the bubbles in the form of latent heat, &)

- ) . becomes
Heat Transfer Coefficient as a Function of Time. The re-

duction in heat transfer coefficient is a function of the reduction of CiS [< ) (45)
) o == 45
steam chimney radius, i.e., 7 Cg pBAR,
izp(ﬂ (38) Substituting the values for density, mass transfer coefficient and
Qg lo latent heat of evaporation, Eg5) simplifies for calcium sulfate

The experimental results show that this functionality can be reBQIUt'ons to
resented by the following simple relationship: [

N 1 7= —5 =exp(2.685:10°q) (46)
— = 3 (39) Cs
%o 1+ ar The predictions of Eq(46) are plotted in Fig. 14 for calcium
lo sulfate solutions as a function of heat flux. Once the interfacial
- : . concentration is known, the interfacial temperature can be ob-
Substitutingar/ro andmg from Eqs.(15) and (35) gives tained from Eq.(3) or Fig. 4. The concentration ratio increases
a 1 strongly with heat flux while the temperature ratio is almost inde-
—= — ) (40) pendent of the heat flux. The reason for this behavior can be found
@ 1+P(C—C*)%(1—e 70 in Fig. 4, which illustrates that doubling the concentration of the

calcium sulfate concentration has almost no effect on the boiling
point of the solution. Figure 14 also shows that using a constant
value of »=1.5, as has been suggested previously for sub-cooled

Calculation of Interfacial Concentration Cg.  The relation- ﬂo;v3téomng Ofl ca(ljm;Jm _S'U'f?te e;n_d calcium cartﬁorlatedscilhutlohnst
ship between the interfacial concentration of water and its concég=:36], may lead to significant inaccuracies. Instead, the hea
tration in the bulk of the solution is given H5] transfer coefficient at any time can be obtained from substitution
of Eqgs.(46) into Eq. (40):

The parametefd and the interfacial concentratioBl are func-
tions of foulant concentration and heat flux.

i
w Xy
b

(42) ap

_ a=
w Xy 1+CI)(ncls)_c*)Z(l_efkd(tfto))

Whereﬁ,'f the mass tr_ansfer coefficient Wh.'Ch was found to b\?/hereao is the clean boiling heat transfer coefficient of the cal-
1.65-10 “m/s for calcium sulfate and calcium carbonate sol

: . . Yium sulfate solution which may be obtained from E§). The
tions[23,25,36]. The parametey, is defined as dependency o on the heat flux may be calculated using all the

NW:VW'P',B“"
r

(47)

N parameters involved in the derivation of E40). However, it was
w= W (42) found that® can be obtained with good accuracy from regression
Nw+Ns analysis of the experimental data
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b=——
90.245.7-1077q

Predictions of Eq(47) over a wide range of heat fluxes and cal-
cium sulfate concentrations have also been included in Figs. 6

(48)

to 6(g). The calculated trends are in good agreement with the

experimental data. Equatiof#7) predicts all experimental data

under various operating conditions and concentrations with an ab-

solute mean average error of about 6.5 percent.

Conclusions

Sparingly soluble salts with negative solubility reduce the A

nucleate boiling heat transfer coefficients considerably and for

X
z

fractional conversion
defined by equatiof)

Greek Symbols

heat transfer coefficient, W/iK
mass transfer coefficient, m/s
= defined by equatio®45)
thermal conductivity, W/mK
density, kg/ni

contact angle, radiant
surface tension, N/m

defined by equatio48)

heat of evaporation, J/kg
boiling point elevation, K

a

B

gq oo >3

v
b

— =

deposits which further decrease the heat transfer rate. The h&abscript and Superscript

transfer coefficient at the solid-liquid interface changes through-

out the deposition process due to changes in the bubble formation
mechanisms. Foulant concentration and heat flux have the main
influence on the deposition process. The deposition rate increases
and heat transfer coefficient decreases as concentration and heat
flux increases. A model for pool boiling scale formation has been

developed. The model includes reaction mechanisms of scale for-

mation and concentration effects due to evaporation. The model

able to predict the effects of foulant concentration and heat flux

correctly. Considering the complexity of fouling under pool boil-

ing conditions, the quantitative agreement between measured and

predicted heat transfer coefficients is very good.

b = bulk or boiling
= steam chimney or clean
d = deposit or de-activity
i = interface
r = reaction
ref = at reference conditions
. = surface or solute
is
st = steam
th = thermocouples
= water
= saturation

o = initial or clean conditions
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An Experimental Investigation of
Flow Boiling Characteristics of
Water in Parallel Microchannels

Microchannels are being considered in many advanced heat transfer applications includ-
ing automotive and stationary fuel cells as well as electronics cooling. However, there are

Mark E. Steinke a number of fundamental issues from the heat transfer and fluid mechanics perspectives

that still remain unresolved. The present work focuses on obtaining the fundamental heat

Satish G. Kandlikar transfer data and two-phase flow patterns present during flow boiling in microchannels.

Fellow ASME An experimental investigation is performed for flow boiling using water in six parallel,
horizontal microchannels with a hydraulic diameter of 20m. The ranges of parameters
Thermal Analysis and Microfluidics Laboratory, are: mass flux from 157 to 1782 kg’ﬁsn heat flux from 5 to 930 kWninlet temperature

Mechanical Engineering Department, of 22°C, quality from sub-cooled to 1.0, and atmospheric pressure at the exit. The corre-

Kate Gleason College of Engineering, sponding single-phase, all-liquid flow Reynolds number range at the saturation conditions
Rochester Institute of Technology, is from 116 to 1318. The measured single-phase, adiabatic pressure drop agreed with the

Rochester, NY 14623 conventional theory within the experimental error. The experimental single-phase Nusselt

number was found to be between the constant heat flux and the constant wall temperature
boundary conditions, corresponding u, and Nu; respectively. The flow visualization
demonstrates that the flow reversal condition in parallel flow channels is due to bubble
nucleation followed by its rapid growth. In addition, the dry-out condition is observed,
showing a change in the contact angles of the liquid-vapor interface. The local flow
boiling heat transfer coefficient exhibits a decreasing trend with increasing quality. A
comparison with the nucleate boiling dominant regime of a flow boiling correlation shows
good agreement, except for the large peak in two-phase heat transfer coefficient observed
at the onset of nucleate boiling[DOI: 10.1115/1.1778187

Keywords: Boiling, Enhancement, Flow, Heat Transfer, Microscale, Two-Phase

Introduction from literature. There is limited detailed local flow boiling data

The need to dissipate high heat fluxes is an important issue irfit\(zjlaulable in open literature for a microchannel. The present work

o . ; : . haracterizes the thermal and hydraulic performance of six paral-
number of applications, including electronics cooling and MEM . : -
devices. The first applications of small-diameter passages mai I m;cr:)chanr;]elg W'It.h g. hydtrauhc dlamet%r tOfZ%)Qa .fThe
involved aerospace systems, in the form of compact heat exchafi y larger hydraulic diametefas compared to .ﬂm ora
ers for managing onboard power systems. Berffdsin one of crochannelyesulted due to the tolerances associated with the

i ; ; ; P nanufacturing of these channels.
2:;Opr:gr}ﬁesrmg;’g;ﬁ;’;‘ﬁiﬂg?w the upper limit of burnout COﬁT‘] Severall authprs havg spec@fically addressed .the.issue of channel
Tuckerman and Pea$@] presented another important paper i$i12€ classmcatlon. During their flow boiling studies in 1._39 to 3.69

which they demonstrated the potential of microchannels in th8m diameter tubes, Kew and Cornwg#] used confinement
cooling of integrated circuitry. The fundamental understanding &t/mber, Co, to guide the channel size criterion. Mehendale et al.
fluid flow and heat transfer has yet to catch up with their propobe] @dopted a classification based upon geometric consistency and
als. Recently, microchannel heat exchangers have been applie§3§e of understanding. Kandlikar and Graffilgpresented a clas-
miniature power systems, advanced heat sinks, fuel cell comsification scheme based upon fundamental considerations of
nents, and several other automotive applications. The benefitsigle-phase gas flow, two-phase flow patterns and channel fabri-
reduced channel size and the resulting heat transfer enhancen§@fien methods and discussed further by Kandlikél Kawaji

have been well established. and Chund8] recently reported a significant departure for their
100 um microchannels from the established linear relationship
Literature Review between volumetric quality versus void fraction as proposed by

Ali et al. [9] and[10-57 for narrow channels. The present work

Kandlikar [3] presented an extensive review of literature o . e .
flow boiling in microchannels, and described some of the fund%— not focused on developing a channel classification. There still

mental issues with two-phase flow and flow patterns. As Smallg}ulisttetr);tmgr’teod(’rﬁgkoevzr g‘:ﬁﬁﬂit\'/rg rda:ancgifigrfl C;;Tcr,]e\lvﬁéisgggﬁﬁged
channel sizes were investigated, the terminology for classificatiHr sifications is correct. Althouah the classification of minichan-
underwent considerable changes over the past decade. In eaff %? meat ! : ug mcat ni

: . : P s (3mm=D,>200um) and microchannels (266D,
Ztsu?;gsé t:;%errn.lcrochannel had included hydraulic dlametéﬁloﬂm) is adopted here, it should be recognized that this is

A wide variety of channel sizes have been investigated a rely a guideline. The actual flow phenomena will depend upon

reported as microchannels. A clear definition of channel size cldilid Properties and their variation with pressure; as well as the

sification is necessary for consistency in comparing various resuif@® of flow including single-phase, flow boiling, flow condensa-
tion, and adiabatic two-phase flow.

Contributed by the Heat Transfer Division for publication in th®URNAL OF A review of literature on small diameter channels yielded ap-

HEAT TRANSFER Manuscript received by the Heat Transfer Division January 132roXimately fifty research papers on flow boiling heat transfer in
2003; revision received May 20, 2004. Associate Editor: R. M. Manglik. channels with hydraulic diameters less than 3 mm. A compilation
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Table 1 Available literature for evaporation of pure liquid flows in parallel minichannel and microchannel passages

Author Year Fluid B (mm) Re G (kgm2s7Y) q’ (kWm~2) Type"  Vis**
Lazarek & Black[10] 1982 R113 3.150 57-340 125-750 14-380 (0] N
Moriyama & Inoue[11] 1992 R113 0.140-0.438 107-854 200-1000 4.0-30 O/L Y
Wambsganss et dl12] 1993 R113 2.920 313-2906 50-300 8.8-90.75 L N
Bowers & Mudawar13] 1994 R113 2.540 & 0.510 14-1714 20-500 30-2000 (6] N
Peng et al[14] 1994 Water 0.133-0.343 200-2000 500-1626 (0] N
Cuta et al[15] 1996 R124 0.850 100-570 32-184 1.0-400 e} N
Mertz et al.[16] 1996 Water 3.100 57-210 50-300 10-110 (6] N
Ravigururajan et al[17] 1996 R124 0.425 217-626 142-411 5.0-25 L N
Tran et al.[18] 1996 R12 2.400-2.460 345-2906 44-832 3.6-129 L N
Kew & Cornwell [4] 1997 R141b 1.390-3.690 1373-5236 188-1480 9.7-90 L Y
Ravigururajar{19] 1998 R124 0.850 11115-32167 3583-10369 20-700 L N
Yan & Lin [20] 1998 R134a 2.000 506-2025 50-900 5.0-20 L N
Kamidis & Ravigururajarf21] 1999 R113 1.540-4.620 190-1250 90-200 50-300 L N
Lin et al.[22] 1999 R141b 1.100 1591 568 L N
Mudawar & Bowerq 23] 1999 Water 0.902 16-49 2x10f—1x10° 1X103=2x10° O N
Bao et al.[24] 2000 R11/R123 1.950 1200-4229 50-1800 5-200 L N
Lakshminarasimhan et d25] 2000 R11 3.810 1311-11227 60-4586 7.34-37.9 (0] Y
Jiang et al[26] 2001 Water 0.026 1541-4811 2x10°=5x 10* O Y
Kandlikar et al.[27] 2001 Water 1.000 100-556 28-48 1-150 o] Y
Kim & Bang [28] 2001 R22 1.660 1883-2796 384-570 2.0-10 L Y
Koizumi et al.[29] 2001 R113 0.500-5.000 67-5398 100-800 1.0-110 (6] Y
Lee & Lee [30] 2001 R113 1.569-7.273 220-1786 52-209 2.98-15.77 L N
Lin et al. [31] 2001 R141b 1.100 536-2955 50-3500 1-300 L N
Hetsroni et al[32] 2002  Vertrel XF 0.158 35-68 148-290 22.6-36 L Y
Qu & Mudawar[33] 2002 Water 0.698 338-1001 135-402 1-1750 N N
Warrier et al.[34] 2002 FC-84 0.750 440-1552 557-1600 1.0-50 L N
Yen et al.[35] 2002 R123 0.190 65-355 50-300 5.46-26.9 L Y
Yu et al.[36] 2002 Water 2.980 534-1612 50-200 50-200 L N
Zhang et al[37] 2002 Water 0.060 127 590 2.2x10* O N
Faulkner & ShekarriZ38] 2003 Water 1.846-3.428 20551-41188 3106-6225 250-2750 O N
Hetsroni et al[39] 2003 Water 0.103-0.161 8.0-42 51-500 80-220 (0] Y
Kuznetsov et al[40] 2003 R21 1.810 148-247 30-50 3.0-25 L N
Lee et al.[41] 2003 Water 0.036-0.041 22-51 170-341 0.2-301 (0]
Lee & Garimella[42] 2003 Water 0.318-0.903 300-3500 260-1080 O N
Molki et al. [43] 2003 R134a 1.930 717-1614 100-225 14 L N
Park et al[44] 2003 R22 1.660 1473-2947 300-600 10.0-20 L N
Qu & Mudawar[45] 2003 Water 0.349 338-1001 135-402 10.0-1300 L N
Wu & Chengl[46] 2003 Water 0.186 75-97 112 226 (@) Y

*O=Overall, L=Local.
** \lisualization, Y=Yes, N=No.

of some of the recent works is presented in Table 1. The fluidsThe available literature is further reviewed to determine that
investigated include: water, R21, R22, R113, R123, R124, R14enty-two papers present local heat transfer data. Figure 2 shows
FC84, and Vertrel XF. The mass fluxes, all liquid Reynolds nunthe Reynolds number versus hydraulic diameter plot for these lo-
ber, and heat fluxes range from 20 to 6225 kg4 to 5236, cal data papers. The low Reynolds number range is generally en-
and up to 2 MW/, respectively. A visual representation of thecountered in microchannels, Microelectromechanical Systems
available data is presented in Fig. 1. The all-liquid flow ReynoldMEMS), and micro Total Analysis SystenigaTAS) applications.
number in these data sets is plotted as a function of hydrauliccan be seen from Fig. 2 that there are only two local data sets
diameter. These data sets contain both local and overall heat tremgilable for hydraulic diameters smaller than 20®. The two

fer studies. A systematic shift toward lower Reynolds numbetata sets that provide detailed local heat transfer dateDipr

with decreasing diameter is noted from Fig. 1. <200um are by Hetsroni et a[32] and Yen et al[35]. Neither
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Fig. 1 Hydraulic diameter versus Reynolds number of previ- Fig. 2 Hydraulic diameter versus Reynolds number of local
ous studies from available literature and present work heat transfer data. For available literature and present work.
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of these two studies have used water as the working fluid. From ) Microchannels
Table 1 and Figs. 1 and 2, it is clear that there is a need to generate ™"

more local flow boiling heat transfer data for microchannels. —

Knowledge of local data is essential in design, correlation devel- R
opment, and simulation of flow boiling systems. Cartridge

Heater

Objectives of Present Work

The objectives of the present study are to investigate the heat  phenotic ;
transfer performance and two-phase flow characteristics of water Pl DR SR
heated in microchannels, as well as to generate local heat transfer
data by varying mass flux, heat flux, and quality for water boilin§ig- 4 Heat transfer test section. Test section constructed for
in multiple parallel microchannels. Another goal of this study is tgata collection.
obtain high-speed visual images to understand the complex two-
phase structure and characteristics under flow boiling conditions.

Experimental Apparatus

The experimental system consists of several sub-systems ol ‘Jet plenums, and pressure connections. Finally, the condenser
include a water delivery system, data acquisition system higﬁQ ects the outlet from the test section and returns the fluid into a

speed imaging system, and the experimental test sections. A scifgld state. _ _ _
matic of the setup is shown in Fig. 3. Two different test sections are studied. The test section used for
The working fluid for all of the present experiments is deﬂOW visualization incorporates three side heating, and the test
ionized and degassed water. The amount of dissolved gas in ggstion utilized for heat transfer analysis incorperates four side
water needs to be precisely controlled to eliminate the heat trafig¢ating. The water inlet and outlet plenums are included in the test
fer changes resulting from out-gassing of dissolved gases. Steiislestions. In each test section, the plenums are fully insulated to
and Kandlikar{47] conducted an experimental investigation conminimize the inlet and outlet heating of the fluid and to ensure that
cerning the control of dissolved gases. They demonstrated that the heat transfer only occurs in the flow channels. In the flow
effects due to the out-gassing of dissolved gases can be eliminaigdialization test section, the plenums are located in the polycar-
if the water is treated to reduce the dissolved oxygen contentignate top cover. In the heat transfer test section, a portion of the
5.4 parts per million(ppm) at 25°C. To be conservative, the dis-copper is removed and filled with an insulating epoxy. The inlet
solved oxygen Ie\{el used in these experiments is maintained at §g outlet plenums are then machined in the insulating epoxy. The
ppm. The water is sampled randomly throughout the course @kt section is covered with insulation to reduce the heat losses
experimentation to ensure the dissolved oxygen level is well bgam the outer surfaces of the test section. Figure 4 shows the test

lOV_\I’_kt]h'S thtreslcwiollq limit. " ists of | hse tion construction for the heat transfer analysis experiments.
€ water delivery System COonsists of a pressuré Vessel, Nearpq e gre six parallel microchannels machined in the copper

exchanger, throttle valve, flow meter bank, test section, and can- . . . . .
denser. The pressure vessel provides the control of dissolved gugtgstrate. The microchannels are tested in a horizontal orientation.

ses and the motive force for the water. The degassing proced e channel depth_ and wic_lth are measumd at six locations alo_ng
described by Steinke and KandliKa7]is followed before begin- 1€ flow length using a microscopic measurement system. It is
ning the experiments and consists of pressurizing the chamber tgBserved that the channels have a slightly trapezoidal cross sec-
atm, and then suddenly reducing the pressure to 1 atm. THRD. With the top and bottom widths differing by about 1n.
causes a vigorous boiling in the chamber, driving the steam ahB€ average channel dimensions are: 2a# wide by 200um
dissolved gases from the water in the chamber. The procedurdél@ep and 57.15 mm long. All measured values fall withi8% of
repeated to attain the desired oxygen content. the respective average values. The individual channels are sepa-
The heat exchanger controls the inlet temperature to the tégted by a spacing of 57am.
section. The throttle valve reduces the overall system pressure tdwo thermocouple layers located in the copper substrate are
an appropriate range for the flow meters and test section. The flaged to determine heat fluxes and surface temperatures on the
meter bank contains three flow meters with several different floiner surface of the channel. The heater is embedded in the copper
ranges to improve the flow measurement accuracy. The test ssabstrate furthest from the microchannel surface. Next, a layer of
tion contains the microchannels, heaters, thermocouples, inlet & thermocouples is located 6.35 mm from the microchannel sur-
face. Then, the second layer of thermocouples is located 3.18 mm
from the microchannel surface. Both of the thermocouple layers
Heat Tt are at the same location along the flow length. The first thermo-
Exchanger Section couple is located 6.35 mm, in the flow direction, from the micro-
channel inlet. The subsequent thermocouples are located 19.05,
25.4, 38.1, 44.45, and 57.15 mm from the inlet, respectively. A
series of simple experiments are conducted to ensure that a one-
dimensional heat conduction assumption is a valid. Power is ap-
plied to the test section and the surface temperature is measured
Condenser using a non-contact interferometer. In addition, a finite difference
model is used to validate this assumption.
Initially, a series of experiments are performed to establish the

Pressure

Chamber

.

v

Flow heat loss characteristics of the test section. The water is com-
Throttle ister pletely removed from the test section during these runs. Power is
TEKA% Valve applied and the test section is allowed to reach a steady state. The
heat loss is plotted against the temperature difference between the
Fig. 3 Water loop sub-system. Includes: pressure cooker, flat test section and the ambient air. The slope of this plot is used to
plate heat exchanger, throttle valve, flow meter, test section, determine the lost power for a given test section operating tem-
and condenser. perature.
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Data Analysis

06 1 .

The methods used for data analysis are described in this sec- ' 14_'2.5/Re
tion. The equations used for evaluating heat transfer and pressure 05 = O  Friction Factor
drop characteristics are presented. [ .

The local two-phase heat transfer coefficients are calculated 04 1 N
along the flow length. The flow enters the microchannel as sub- [ A
cooled single-phase liquid. That inlet subcooling must be taken w037 "\:'D
into account. The high pressure drop occurring in the microchan- N
nels causes the local saturation temperature to vary along the 024 hn|
channel length. As a first approximation, a linear pressure varia- E
tion is assumed in the channel. The pressure variation was deter- ey EQSQ%\
mined from the inlet and outlet pressures measurements. r

The local heat transfer coefficients are calculated using the tem- 0 o S

1.E+01 1.E+02 1.E+03

perature measurements from the two thermocouple layers sepa-
rated by a known distance. The heat flgk between the two Re
locations is determined from the thermocouple readings and the ) o
known thermal conductivity of the copper. The surface temperhid- 5 Single-phase friction factor versus Reynolds number
tures at those locations are then predicted using a linear extraff-adiabatic experiments. For: 161kg  /m? s<G<1782kg/m?s.
lation. The local quality is calculated from a heat balance calcu-
lation. The local heat transfer coefficients are then calculated
using Eq.(1). between 500 and 2000 frames per second. The following flow
9 =h(Te=Tmy) 1) patterns are observed in the_ microchannels: nucleate boiling, bub-
s mw bly flow, slug flow (constrained bubb)e annular flow, annular
The overall pressure drop is corrected for entrance and eftisw with nucleation in the thin film, churn flow, and dry-out.
losses to determine the frictional losses in the microchanneBteinke and Kandlika49] presented further details and observa-
There are losses due to the contraction from the larger inlet plésns. All observed flow-boiling regimes agree with those found
num into the microchannels and the expansion from the micrby Kew and Cornwel[4] and many other researchers. The bubble
channels into the larger exit plenum. The Fanning friction factor fiow or isolated bubble flow was very intermittent. The conditions
determined from the correlation from Shah and Lonfié®] and to observe this flow regime had to be carefully controlled. The
is given in Eq.(2). slug flow regime was the second most common observed flow
regime. A bubble grows to the size of the channel in this pattern.
f Re=24(1-1.3553* +1.946%**~1.7012¢* >+ 0.9564* Finally, the most commonly observed flow-boiling regime was
—0.253%*9) (2) annular-slug flow. In this regime, a bubble expands to fill the
channel and extends into the channel causing a vapor core and
For the present microchannel geometry, theRe product is etting thin film.
found to be 14.25. The previous equations have been used an@ commonly found flow-boiling phenomenon in parallel flow
verified in conventional channels for many years. However, théannels is flow reversal. Kandlikar et f27] observed this flow

validity of Eq. (2) needs to be verified in a microchannel. pattern in minichannels. During the onset of the annular-slug flow
regime, the upstream interface of the vapor bubble moves counter
Uncertainty to the flow direction. It was also observed in microchannels dur-

R . . ing the present study. Figure 6 shows the progression of flow
The uncertainty is determined by the method of evaluating tﬁ%gersal. In Fig. 6(a), a bubble nucleates in the channel. Figure

. - r
glfas;%nggprke;:m_lr]heer rct);s;thgﬁjrgssruerae dtiLansﬁ ; ; e;: a; Ciﬂgicué% shows the vapor core expanding toward the channel exit, just
Tor ’ P 9 Y 38 expected. The left side of the liquid vapor interface of the vapor

+0.1°C. The power supply used to provide input power has ag- ;
. ubble begins to move toward the channel entrance, counter to the
curacies for the voltage of-0.05 V and for the current-0.005 flow direction. Finally, the right side interface continues to move

amps. The flow meter has a volumetric flow accuracy-6t0588
cc/min. The power measurement has an accuracy @b Watts.
The AT measurements have an uncertainty-@f.2°C. The result-
ing uncertainties are calculated for the heat transfer coefficient as
8.61%, the pressure drop is 7.19%, and friction factor is 4.80%, at
a median flow case. The major source of error is the temperature
reading, specifically the resultingT measurements.

(a)

(b)

. . (¢)
Results and Discussion

The major results of the present study include: single-phase (d)
pressure drop, two-phase flow patterns, local two-phase heat
transfer, and the comparison of the experimental two-phase heat ()

transfer coefficients with an existing flow boiling correlation.
()
Single-Phase Pressure Drop. The adiabatic single-phase

friction factor for laminar flow is first determined experimentally

to provide validity of the test section and measurement tech-

nigues. This experiment was performed before any diabatic ex- )

periments. The single-phase friction factor is shown in Fig. 5.

There is a good agreement seen with the predicted friction factor,

within 10% of the predicted values. Fig. 6 Flow Reversal. Flow is from left to right, single channel

shown. Counter flow interface velocity: 0.197 m /s. For: G

Flow Visualization. Flow visualization was conducted using=467 kg/m?s, V,;=0.480m/s, qi=140kW/m?, x>0.0, and At

a high speed CCD camera. Typical recording frame rates wes@ ms.

(g)
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Fig. 7 Microchannel dry-out. Flow is from left to right, single Fig. 9 Local heat transfer coefficients versus local quality.
channel shown. For: G=375kg/m?s, gl,=632kW/m?, x=0.63, For: G=157kg/m?s; Re ,=116; 55kW/m?<g"<278kW/m?; 0

and At=4 ms. <x<1.

toward the channel exit in Fig.(§). The flow reversal is causeddry-out regime. An annular slug with liquid head is introduced
by the presence of the parallel channels, which allow a path ipfo the channel in Fig. ®). The interline, the liquid-vapor-
lower flow resistance during explosive growth of the nucleatingurface contact line, is in an advancing contact position. Dry-out
bubbles. The flow and pressure in the other channels compengaigins to occur in Fig. @) and the interline shifts to a receding
and allow for the high pressure of vapor generation to dissipatentact orientation. The dry-out is occurring because of the rapid
through the other channels. evaporation of the liquid in the contact line region. This rapid

Another flow boiling phenomenon observed in the presentovement causes a force imbalance that causes the reaction force
study is the local dry-out condition. Figure 7 shows the locaind interface movement in the opposing direction, Kandlikar and
dry-out event. The flow is from left to right and the figure captiorsteinke[50,51]. Finally, Fig. 8(eshows the channel returning to a
gives the flow details. Figure(&) shows the channel in a dry outpost dry-out regime.

condition. The local surface temperatures are rising, as there is no - . .
film on the surface. In Fig.(B), an annular slug comes into view. oW Boiling Heat Transfer. The detailed flow boiling heat

The annular slug has a head of liquid as a front cap. An advanciﬁ@nSfer (e'sults_ are presented in Figs. 9to 13. The Ic_)cal heat trans-
contact angle is seen in this frame. The slug and cap move f&! coefficient is plotted as a function of local quality. The data
ward a little distance. In Fig. (@), the interface shifts from the COVer five different mass fluxes over the entire range of qualities
advancing to the receding contact angle. This signifies the onsePgfSible with the current setup. The inlet pressure varies from
the dry-out condition as the interface begins to move backwafd® t0 2.0 atm depending on the heat and mass fluxes employed.
toward the inlet, in Fig. @). The dry-out is occurring because of Flgure 9 presents the local heat transfer coef‘ﬂu_ents versus local
the rapid evaporation of the liquid in the contact line region. Thiguality for a mass flux of 157 kg/fis. The resulting all-liquid

rapid movement causes a force imbalance that causes the reacdfg}nolds number for this case is 116. As the local quality in-
force and interface movement in the opposing direction similar f§€2S€s, the heat transfer coefficient decreases. Results for several

that shown in Kandlikar and Steink&0,51]. In Fig. 7(k), the different heat fluxes are shown. It is seen that there is a depen-

upstream vapor has joined with the vapor in the annulus. Figur@%nce on heat flux for this case. This is the lowest all-liquid Rey-

7(m) and 7(n)show the thin film interface retreating toward the?0!ds number flow case studied. _ o

inlet as the channel begins to dry-out. Finally, Figp)7shows _ ' ne local data for a mass flux of 366 kgzlsms shown in Fig.

complete dry-out in the channel. 10. The heat transfer coefficients are very high in the low quality
Figure 8 shows a schematic to represent the flow boiling dry-

out as seen in Fig. 7. Figurg&@ begins with a channel in the

500 Oq" = 119,000
= 2 ©q" = 184,000
450 G =366 kg/m’s oA gpgees
400 Xq" = 249,000
=" =280,000
350 0q" = 313,000
Il Wall 300 +q" = 344,000
o . @q" = 378,000
BN Liquid < 250 ©q" = 409,000
fmw Vapor E 200 aq" =441,000
S E ©4q"=473,000
= 150 Bq" = 504,000
100
.: QQBFQ
50 DT QB 5 0 @
[ e s e A
0.0 0.2 0.4 0.6 0.8 1.0
Quality, x
Fig. 8 Dry-out in schematic form. Representation of flow oc- ) o )
curring in Fig. 7:  (a) channel dry-out, (b) annular slug with lig- Fig. 10 Local heat transfer coefficients versus local quality.
uid head, (c) contact angle shift, (d) vapor penetration at dry- For: G=366kg/m?s; Re,;,=270; 119 kW/m2<q"<504 kW/m?;
out occurrence, and (e) thinning film as it returns to dry-out. 0<x<1.
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Fig. 11 Local heat transfer coefficients versus local quality. Fig. 13 Local heat trar;sfer coefficients versus local quality.2
For: G=671kg/m?s; Re, ,=496; 217 kW/m?<q"<636 kw/m?; For G=1782kg/m*s; Re 0=1318; 610 kW/m“<gq"
0<x<1. <898 kW/m?; 0<x<1.

region. This is believed to be due to the onset of nucleate boilin

(ONB). The data then begins to sharply decline. A possible expl resent work, as one would expect for a refrigerant versus water.

nation could be due to the rapid growth of the bubbles, wi possible explanation for the decreasing trend could be that the

annular slugs being generated. This may cause flow reversal, ggreased channel sigmicrochannel diametersias reduced the

noted in the flow visualization section. The evaporation and rgyallable space for convective flow to develop. In addition, they

wetting can lead to a very efficient means of heat transfer. AfterarllSO saw a high heat transfer coefficient near the ONB point ob-

quality of approximately 0.20, the data shows a slower decreasi® ved n _the present data, Figs. 9 to 13. .

trend. However, there seems to be less effect of heat flux on thig" addition, the critical heat qu_((CHF) condition was observed

flow case. or each of the mass fluxes. Fl_gure 14 shows th_e plot of CHF
Figure 11 shows the local data for a mass flux of 671 Rg/m versus Reynolds number. The inlet temperature is 22°C for all

The heat transfer coefficient near ONB is much higher than at tﬁgese cases. A direct relationship is seen between heat flux, mass

other qualities. The same decreasing trend is found here. Unf E—X and Reynolds number. More data are needed with different

tunately, the larger values of qualities could not reached for th¥ annels before theories and correlations can be developed in this
case before critical heat fluWWCHF) was achieved. However, the '4N9e-

data seem to be converging on a single heat transfer coefficienComparison With Flow Boiling Correlation. The general
value, approximately 40 KW/AK. The local data for mass fluxes Kandlikar [53] flow-boiling correlation has been applied to the
of 1022 and 1782 kg/fis are given in Figs. 12 and 13 respecpresent experimental work for flow boiling in multiple-channels.
tively. Once again, these figures show the same decreasing tram@ general correlation takes the maximum of two equations, one
of heat transfer coefficient with respect to an increase in qualitgquation for nucleate boiling dominant flow and one for convec-
The trends depicted in Figs. 9 to 13 seem to match with thogige dominant flow. Kandlikar and Steinkg4]and Kandlikar and
found in a nucleate boiling dominant flow. The decreasing heBalasubramaniaf65] have demonstrated that the correlation can
transfer coefficient is consistent for water in the nucleate boilinge modified to give good agreement with microchannel flow. For
dominant region, Kandlikdi52]. Yen et al[35]also observed this microchannels, the liquid only heat transfer coefficient is given by
trend. They studied flow boiling of a R123 in 190n diameter the laminar Nusselt number. In addition, only the nucleate boiling
tubes. Their heat transfer coefficient magnitude is smaller than théminant portion of the flow boiling equation, E®), is used to

predict Rp.
140 | Oq"=348,000
i G =1022 kg/m®s | oq"=380,000 46560
120 24" = 413,000 900 [m]
@ Xg" = 445,000 |
160 ‘l: Cl =q" =475,000 - 800 (m]
80 5% 0q" = 508,000 NE 700 + [m]
S 600 +
- 5 LB +q" = 541,000 = E
X £ a
e 60 § ﬁ-o"? Ogq" = 571,000 = 500 it
§ ©q"=605,000 =, 400 ¢
X 407 “ "= 637,000 & 300 O
:& 20 0q"=670,000 200
| mq"=700,000 100 4
| S S
L e e e | 0 . ; ; L
0.0 0.2 0.4 0.6 0.8 1.0 1.E+01 1.E+02 1.E+03 1.E+04
Quality, x Re
Fig. 12 Local heat transfer coefficients versus local quality. Fig. 14 Critical heat flux versus Reynolds number. For: G
For: G=1022kg/m?s; Re, ,=756; 348 kW/m?2<q"<700kW/m?; =157, 366, 671, 1022, and 1782 kg/m®s; Re =116, 270, 496,
0<x<1. 756, and 1318; q',,=340, 539, 666, 764, and 930 kW/m?,
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Fig. 15 Predicted heat transfer coefficient using Kandlikar
modified microchannel correlation, [54]. Laminar h,,, nucleate
boiling dominant only. For: G=157kg/m?s; Re,,=116; q"
=119, 151, and 182 kW/m?.

hrp=hrp ngp=0.6683C0 >4 1~ x) %% ,(Fr o)h o

+1058.0B87(1—x)%&F ¢ h o ©))

0.5 0.8
_[Ps ﬂ)
co (PI) ( X )
q//
BO:G_hfg (5)

where Co is the convection number given in E4), Bo is the

observed in the experimental data at low qualitesresponding

to ONB conditions). The optimal range of the correlation is be-
tween qualities of 0.2 to 0.8. The correlation under predicts the
heat transfer coefficients at the ONB condition. However, this is
expected due to the rapid bubble growth observed in microchan-
nels following nucleation. Over the quality range of 0.2 to 0.8, the
mean deviation is 7.2%. Although the Kandlikar correlation does
very well for the present experimental configuration, it is recom-
mended that more local data for different channel geometries be
obtained for further validating its applicability to microchannels
of different aspect ratios, sizes and geometries.

In a recent publication, Kandlikdi7] presented two new non-
dimensional groups that are thought to be important in microchan-
nel flows. The new nondimensional groups are cakgdandK,
are given below.

” 2
[ oty 1,

Ghig/ pg

( qrr )2 Dh
K2: T —

hfg Tpg

The K, and K, groups are based upon the surface tension and
momentum change due to evaporation, as well as the viscous
shear force and the inertia force. The mass fluxes for the present
work are 157, 366, 671, 1022, and 1782 k@&nThe correspond-

ing averageK; numbers for those mass fluxes are &1® 4,
2.27x10°4, 1.12x10%, 6.99%x10°°, and 4.62>10 °. The cor-
responding averag&, numbers for those mass fluxes are 3.85
X 1075, 1.14X107%, 1.91x10 4, 2.75%X10 4, and 5.53X.0" 4,
These numbers are reported to provide information for future re-
searchers. In Kandlikai7], there areK, and K, numbers pre-
sented for a variety of channel diameters as well as flow condi-

boiling number given in Eq(5), Fi, is the Froude number with tions.

all liquid flow, f,(Fr,) is the multiplier,h, is the heat transfer

coefficient with all liquid flow, and x is the quality. ThEg_
number for water is 1.0 and thi,(Fr,) multiplier is 1.0 for
microchannel flow due to the lack of stratified flow.

Figure 15 shows the comparison of the Kandlikar modified mi-
crochannel correlation to the experimental data. The mass flux
Reynolds number is 157 kgfs and 116, respectively. The thre
heat fluxes are 114, 151 and 182 k\W/rRigure 16 presents the
comparison for another few data points. The mass flux and R
nolds number is 366 kg/fs and 270, respectively. The three hea!

fluxes are 441, 473, and 504 kWIm

€

Closing Remarks
The interest in flow boiling in microchannels continues to grow

Aryseen from recent literature. In the recent months, a number of

new publications have appeared such as; Wu and Cheéy
Brutin et al.[57], and Petters€®8]. The need for obtaining more

eé}gperimental data has been recognized by researchers and it is

xpected that more data will be available in the near future.

The correlation predicts the magnitudes as well as the trends of )
the experimental data reasonably well except for the large pe@onclusions

300 [ m g1t

- 2
G =366 kg/m’s , ‘ . q2'
55 qq1" = 441 kW/m -
23 Q" =473kWim2 | 4 9
g Qus" = 504 KW/m? | Correlation q11"
; 200 - — =—Correlation q12"
13 - - = Correlation q13"
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Fig. 16 Predicted heat transfer coefficient using Kandlikar
modified microchannel correlation, [54]. Laminar h,,, nucleate
boiling dominant only. For: G=366kg/m?s; Re, ,=270; q"
=441, 473, and 504 kW/m?.
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An experimental investigation is conducted to study the single-
phase and two-phase flow in 2@ hydraulic diameter, trapezoi-
dal microchannels during laminar flow. The following conclusions
are drawn from the present study.

» The adiabatic single-phase friction factor for laminar flow of
water in microchannels is accurately described by the established
relationship for largéconventional)diameter channels.

» The single-phase flow heat transfer in the microchannel has
been investigated with degassed water. The Nusselt numbers for
the experimental data fall between the constant temperature and
constant heat flux boundary conditions.

» A flow reversal is observed under certain conditions in mi-
crochannels, Fig. 6. The vapor interface moves in a direction
counter to the bulk fluid flow. This was also seen in minichannels.

» The dry-out condition is observed in Fig. 7. The changes
occurring in the interface at the dry-out condition have been visu-
ally observed and documented. The contact angles of the interface
exhibit similar behavior to that found by Kandlikar and Steinke
[50,51]. This indicates the need for including the contact line dy-
namics in developing a flow boiling critical heat flux model.

» The present work constitutes one of the first sets of local heat
transfer coefficient data for flow boiling of water flow in a micro-
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Nomenclature

A = area(m?)
Bo = boiling number,=q"/Ghy,
Co = convection numbers= (pg/py) ® (1 —x/x)%®
d = channel depthim)
Dy = hydraulic diametefm)
f = friction factor
fo(Fr o Froude number multiplyef53]=1.0 for microchan-
nel flow boiling
Fr. = liquid to Surface interaction number
Fr = Froude number= G%/p?gD,
G = mass flux(kgm 2s™%)
h = heat transfer coefficiertV m 2K %)
hyy = heat of vaporizatiort kg %)
k = thermal conductivit Wm 1K1
| = length(m)
m = mass flow ratékg s %)
Nu = Nusselt number=hD/k
P = pressurgPa)
g = heat transfefW)
q” = heat flux(Wm™2)
Re = Reynolds numbers=GD,,/u
t = time(s)
T = temperaturdg°C)
V = velocity (ms Y
w = channel width(m)
X = quality
Greek
o* = aspect ratio=d/w
A = difference
w = dynamic viscosity(N s m ?)
p = density(kg m™3)
Subscripts
cp = constant property
FD = fully developed
g = gas
H = constant Heat Flux boundary condition
i = inlet
I = liquid
LMTD = log-mean temperature difference
LO = liquid only
m = mean
NBD = nucleate-boiling dominant
0 = outlet
s = surface
T = constant Temperature boundary condition
TP = two-phase
w = wall

Journal of Heat Transfer

ASME, New York.

[7] Kandlikar, S. G., 2004, “Heat Transfer Mechanisms During Flow Boiling in
Microchannels,” ASME J. Heat Transfet26(1), pp. 8—16.

[8] Kawaji, M., and Chung, P. M.-Y., 2003, “Unique Characteristics of Adiabatic
Gas-Liquid Flows in Microchannels: Diameter and Shape Effects on Flow
Patterns, Void Fraction and Pressure Droproceedings of 1st International
Conference on Minichannels and MicrochanndSME, New York, pp. 115—
127.

[9] Ali, M. 1., Sadatomi, M., and Kawaiji, M., 1993, “Two-Phase Flow in Narrow
Channels Between Two Flat Plate€anadian Journal of Chemical Engineer-
ing, 71(5), pp. 657—666.

[10] Lazarek, G. M., and Black, S. H., 1982, “Evaporative Heat Transfer, Pressure
Drop and Critical Heat Flux in a Small Vertical Tube With R-113,” Int. J. Heat
Mass Transfer25(7), pp. 945—-959.

[11] Moriyama, K., and Inoue, A., 1992, “The Thermodynamic Characteristics of
Two-Phase Flow in Extremely Narrow Channélfe Frictional Pressure Drop
and Heat Transfer of Boiling Two-Phase Flow, Analytical ModeHeat
Transfer-Jpn. Res21(8), pp. 838—856.

[12] Wambsganss, M. W., France, D. M., Jendrzejczyk, J. A., and Tran, T. N., 1993,
“Boiling Heat Transfer in a Horizontal Small-Diameter Tube,” ASME J. Heat
Transfer,1154), pp. 963-972.

[13] Bowers, M. B., and Mudawar, I., 1994, “High Flux Boiling in Low Flow Rate,
Low Pressure Drop Mini-Channel and Micro-Channel Heat Sinks,” Int. J. Heat
Mass Transfer37, pp. 321-332.

[14] Peng, X. F,, Peterson, G. P., and Wang, B. X., 1994, “Heat Transfer Charac-
teristics of Water Flowing Through Microchannels,” Exp. Heat Transtét),
pp. 265-283.

[15] Cuta, J. M., McDonald, C. E., and Shekarriz, A., 1996, “Forced Convection
Heat Transfer in Parallel Channel Array Microchannel Heat Exchander,”
ternational Mechanical Engineering Congress and Exposjtd8ME, New
York.

[16] Mertz, R., Wein, A., and Groll, M., 1996, “Experimental Investigation of Flow
Boiling Heat Transfer in Narrow Channelstfeat and Technologyl4(2), pp.
47-54.

[17] Ravigururajan, T. S., Cuta, J., McDonald, C. E., and Drost, M. K., 1996,
“Effects of Heat Flux on Two-Phase Flow Characteristics of Refrigerant Flows
in a Micro-Channel Heat ExchangenNational Heat Transfer Conferencé,
HTD-329, pp. 167—178.

[18] Tran, T. N., Wambsganss, M. W., and France, D. M., 1996, “Small Circular-
and Rectangular-Channel Boiling With Two Refrigerants,” Int. J. Multiphase
Flow, 22(3), pp. 485-498.

[19] Ravigururajan, T. S., 1998, “Impact of Channel Geometry on Two-Phase Flow
Heat Transfer Characteristics of Refrigerants in Microchannel Heat Exchang-
ers,” ASME J. Heat Transfed 20, pp. 485—-491.

[20] Yan, Y., and Lin, T., 1998, “Evaporation Heat Transfer and Pressure Drop of
Refrigerant R-134a in a Small Pipe,” Int. J. Heat Mass Trangferpp. 4183—
4194,

[21] Kamidis, D. E., and Ravigururajan, T. S., 1999, “Single and Two-Phase Re-
frigerant Flow in Mini-Channels,Proceedings of 33rd National Heat Transfer
Conference, ASME, New York.

[22] Lin, S., Kew, A., and Cornwell, K., 1999, “Two-Phase Evaporatiorail mm
Diameter Tube,"Proceedings of 6th UK Heat Transfer Conference

[23] Mudawar, 1., and Bowers, M. B., 1999, “Ultra-High Critical Heat FI(@HF)
for Subcooled Water Flow Boiling—I: CHF Data and Parametric Effects for
Small Diameter Tubes,” Int. J. Heat Mass Trans#2, pp. 1405-1428.

[24] Bao, Z. Y., Fletcher, D. F., and Haynes, B. S., 2000, “Flow Boiling Heat
Transfer of Freon R11 and HCFC123 in Narrow Passages,” Int. J. Heat Mass
Transfer,43, pp. 3347-3358.

[25] Lakshminarasimhan, M. S., Hollingsworth, D. K., and Witte, L. C., 2000,
“Boiling Incipience in Narrow Channels,’Proceedings of the ASME Heat
Transfer Division 4 HTD-Vol. 366—4, pp. 55—-63.

[26] Jiang, L., Wong, M., and Zohar, Y., 2001, “Forced Convection Boiling in a
Microchannel Heat Sink,Journal of Microelectromechanical System®(1),
pp. 80-87.

[27] Kandlikar, S. G., Steinke, M. E., Tian, S., and Campbell, L. A., 2001, “High
Speed Photographic Observation of Flow Boiling of Water in Parallel Min-
ichannels,”35th Proceedings of National Heat Transfer Conferel®8ME,

New York.
[28] Kim, J., and Bang, K., 2001, “Evaporation Heat Transfer of Refrigerant R-22

AUGUST 2004, Vol. 126 / 525

Downloaded 06 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



in Small Hydraulic-Diameter TubesAth Proceedings of International Con- Minichannels With Transverse RibsFirst International Conference on Mi-

ference on Multiphase FlavEfstathios E. Michaelides, ed. crochannels and Minichannel&SME, New York.
[29] Koizumi, Y., Ohtake, H., and Fuijita, Y., 2001, “Heat Transfer and Critical Heat [44] Park, K. S., Choo, W. H., and Bang, K. H., 2003, “Flow Boiling Heat Transfer
Flux of Forced Flow Boiling in Vertical-Narrow-Annular PassageBrbceed- of R-22 in Small-Diameter Horizontal Round Tubegjtst International Con-
ings of the ASME International Mechanical Engineering Congress and Expo-  ference on Microchannels and MinichanneASME, New York.
sition, ASME, New York. [45] Qu, W., and Mudawar, 1., 2003, “Flow Boiling Heat Transfer in Two-Phase
[30] Lee, H. J., and Lee, S. Y., 2001, “Heat Transfer Correlation for Boiling Flows Micro-Channel Heat Sinks.—I. Experimental Investigation and Assessment of
in Small Rectangular Horizontal Channels With Low Aspect Ratios,” Int. J. Correlation Methods,” Int. J. Heat Mass Transféé, pp. 2755-2771.
Multiphase Flow,27, pp. 2043—-2062. [46] Wu, H. Y., and Cheng, P., 2003, “Liquid/Two-Phase/Vapor Alternating Flow
[31] Lin, S., Kew, A., and Cornwell, K., 2001, “Flow Boiling of Refrigerant R141B During Boiling in Microchannels at High Heat Flux,” Int. Commun. Heat
in Small Tubes, Transactions of IChemE 79, Part Ap. 417—-424. Mass Transfer30(3), pp. 295-302.

[32] Hetsroni, G., Mosyak, A., Segal, Z., and Ziskind, G., 2002, “A Uniform Tem- [47] Steinke, M. E., and Kandlikar, S. G., 2004, “Control and Effect of Dissolved
perature Heat Sink for Cooling of Electronic Devices,” Int. J. Heat Mass Air in Water During Flow Boiling in Microchannels,” Int. J. Heat Mass Trans-

Transfer,45, pp. 3275-3286. fer, 47, pp. 1925-1935.
[33] Qu, W., and Mudawar, |., 2002, “Prediction and Measurement of Incipient[48] Shah, R. K., and London, A. L., 1978, “Laminar Flow Forced Convection in
Boiling Heat Flux in Microchannel Heat Sinks,” Int. J. Heat Mass Transfer, Ducts,” Supplement 1 té\dvances in Heat TransfeAcademic, New York.
45, pp. 3933-3945. [49] Steinke, M. E., and Kandlikar, S. G., 2003, “Flow Boiling and Pressure Drop
[34] Warrier, G. R., Pan, T., and Dhir, V. K., 2002, “Heat Transfer and Pressure in Parallel Flow Microchannels,Proceedings of 1st International Conference
Drop in Narrow Rectangular Channels,” Exp. Therm. Fluid S26, pp. 53— on Minichannels and MicrochanneldSME, New York, pp. 567-579.
64. [50] Kandlikar, S. G., and Steinke, M. E., 2001, “High Speed Photographic Inves-
[35] Yen, T.-H., Kasagi, N., and Suzuki, Y., “Forced Convective Boiling Heat tigation of Liquid-Vapor Interface and Contact Line Movement During CHF
Transfer in Microtubes at Low Mass and Heat FluxeSymposium on Com- and Transition Boiling, Proceedings of International Mechanical Engineering
pact Heat Exchangers on the 60th Birthday of Ramesh K. Siah01-406. Congress and ExpositipdhSME, New York.

[36] Yu, W., France, D. M., Wambsganss, M. W., and Hull, J. R., 2002, “Two- [51] Kandlikar, S. G., and Steinke, M. E., 2002, “Contact Angles And Interface
Phase Pressure Drop, Boiling Heat Transfer, and Critical Heat Flux to Water in ~ Behavior During Rapid Evaporation of Liquid on a Heated Surface,” Int. J.
a Small-Diameter Horizontal Tube,” Int. J. Multiphase FI®8, pp. 927-941. Heat Mass Transfen5, pp. 3771-3780.

[37] Zhang, L., Koo, J.-M., Jiang, L., and Asheghi, M., 2002, “Measurements and52] Kandlikar, S. G., 1991, “Development of a Flow Boiling Map for Subcooled
Modeling of Two-Phase Flow in Microchannels With Nearly Constant Heat and Saturated Flow Boiling of Different Fluids in Circular Tubes,” ASME J.

Flux Boundary Conditions,”Journal of Microelectromechanical Systems Heat Transfer113 pp. 190-200.

11(1), pp. 12-19. [53] Kandlikar, S. G., 1990, “A General Correlation for Two-Phase Flow Boiling
[38] Faulkner, D. J., and Shekarriz, R., 2003, “Forced Convective Boiling in Mi- Heat Transfer Coefficient Inside Horizontal and Vertical Tubes,” ASME J.

crochannels for kw/cfElectronics Cooling, Proceedings of ASME Summer Heat Transfer112 pp. 219-228.

Heat Transfer Conferenc&SME, New York. [54] Kandlikar, S. G., and Steinke, M. E., 2003, “Predicting Heat Transfer During
[39] Hetsroni, G., Mosyak, A., Segal, Z., and Pogrebnyak, E., 2003, “Two-Phase  Flow Boiling In Minichannels and Microchannels,” ASHRAE Tran&Q9(1),

Flow Patterns in Parallel Microchannels,” Int. J. Heat Mass Trangf@r,pp. pp. 1-9.

341-360. [55] Kandlikar, S. G., and Balasubramanian, P., 2003, “Extending the Applicability
[40] Kuznetsov, V. V., Dimov, S. V., Houghton, P. A., Shamiraev, A. S., and Sunder, of the Flow Boiling Correlation to Low Reynolds Number Flows in Micro-

S., 2003, “Upflow Boiling and Condensation in Rectangular Minichannels,” channels,”Proceedings of First International Conference on Microchannels

First International Conference on Microchannels and Minichann@lSME, and MinichannelsS. G. Kandlikar, ed., ASME, New York.

New York. [56] Wu, H. Y., and Cheng, P., 2003, “Visualization and Measurements of Periodic
[41] Lee, P. C., Li, H. Y., Tseng, F. G., and Pan, C., 2003, “Nucleate Boiling Heat Boiling in Silicon Microchannels,” Int. J. Heat Mass Transfdi6(14), pp.

Transfer in Silicon-Based Micro-ChannelsProceedings of ASME Summer 2603-2614.

Heat Transfer Conferenc&SME, New York. [57] Brutin, D., Topin, F., and Tadrist, L., 2003, “Experimental Study of Unsteady

[42] Lee, P.-S., and Garimella, S. V., 2003, “Experimental Investigation of Heat Convective Boiling in Heated Minichannels,” Int. J. Heat Mass Transfer,
Transfer in Microchannels,’Proceedings of ASME Summer Heat Transfer 46(16), pp. 2957—-2965.

Conference, ASME, New York. [58] Pettersen, J., 2004, “Flow Vaporization of CO2 in Microchannel Tubes,” Exp.
[43] Molki, M., Mahendra, P., and Vengala, V., 2003, “Flow Boiling of R-134A in Therm. Fluid Sci.28(2-3, pp. 111-121.
526 / Vol. 126, AUGUST 2004 Transactions of the ASME

Downloaded 06 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



The Condensation of
Ammonia-Water Mixtures in a
Horizontal Shell and Tube

Chris Philpott condenser

Joe Deans The heat transfer rates that develop when ammonia water mixtures condense within a
small, un-vented, horizontal, shell and tube condenser are examined. The vapor flow
within the condenser was constrained by baffles and the condensate created formed a pool
that flowed along the base of the condenser. During the test program the inlet ammonia
vapor concentration to the condenser varied from 0 to 10 wt % and the maximum local
vapor concentration measured was 26 wt%. The experimental results demonstrate that
the condensation heat transfer rates generally decrease with increasing ammonia concen-
tration, however at low ammonia concentrations wt %) the local and overall heat
transfer rates for the condenser were enhanced. When the ammonia concentration was
0.9 wt %, the vapor heat transfer rate was 34 percent greater than that predicted by the
Nusselt analysis for steam at the same conditions. This enhancement is attributed to the
disturbed morphology of the condensate film, created by Marangoni instabilities.
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Introduction that the nonsmooth films were created by Marangoni effects at the
interface between the diffusion layer and the condensate film.
%Q;I)me credence to this proposal was given in the subsequent work
Morrison et al[6] which used small concentrations of methy-
types of power cycles such as the_ those de_veloped by Keiha amine, and the sEb]sequent work by Deans €ef7d].which com- g
The design of these cycles requires detailed knowledge of tE{’l;jred the condensation heat transfer enhancements found when
mixture’s behavior during a phase change. This information ign)| concentrations ammonia, methylamine and trimethylamine
particularly important for the condensation process since the Pgfare added to steam. All of these tests were performed on the
formance of the entire system is dependent on the successful 8gme test rig operating at similar conditions. Most of the thermal
eration of the condenser. _ _ properties for these secondary vapors additives are similar, the
There is, however, little experimental data concerning the Copyain difference being the values for surface tension.
densation of ammonia-water mixtures. Two of the more signifi- The work described below extends the earlier work on the con-
cant studies were those of Domingo et[&@] and Morrison et al. densation of ammonia water vapors by investigating the conden-
[3]. Domingo conducted a series of condensation experiments gation rates found in a simple horizontal shell and tube condenser
ing an ammonia-water mixtur@0 percent ammonia, 10 percentwhen there was a range of inlet ammonia concentrations. Particu-
water)on the outside of a cooled vertical tube. At this concentraar attention was paid to the concentration range where the heat
tion it was found that there was a significant degradation in theansfer enhancement found by Morrison was most likely to occur.
condensation heat transfer coefficient, especially at low thermal
driving forces. The results from this experimental study were SUE .
cessfully interpreted by Pancal et @] using a film model. In the xperimental Method
study by Morrisor{3,5]the ammonia water vapours flowing down The test condenser which is schematically shown in Fig. 1. was
a vertical duct were condensed on a short horizontal tube. Thizated in the closed stainless steel circuit that contained a circu-
simple geometry was selected to ensure that the transport medation pump accumulator and evaporator. This circuit is described
nisms participating in the process could be studied without tlie greater detail by Morrisof5] and Philpott{8]. The condenser
complication of an entire condenser. The maximum ammonia véensists of a 700 mm long, 150 mm diameter, stainless steel shell
por concentration investigated in this facility was 30 wt %, anénd a horizontal, 20 mm diameter, stainless steel condenser tube
much lower than that normally employed in a Kalina cycle. arranged in a counter flow, single tube and shell pass configura-
Morrison’s [3] observations did demonstrate that the condefion. The direction of the condensate flow was similar to the vapor
sate films which formed were neither a smooth nor continuof@w and opposite to that of the coolant flow. The she#por)
along the axis of the tube. The results from these tests also shoéte was divided into six sections by a series of baffles, which
that at low ammonia concentrations there was an overall increa§@duced an approximate cross-flow vapor flow pattern. Vapor
in the heat transfer rates from the vapor compared to that foug@mposition, temperature, and pressure were measured at several
for steam condensation. When the ammonia concentration vR@nts along the condenser shell and sight glasses enabled the
between 0.22 percent and 0.7 percent, the vapor heat transfer ¢@adensation process to be observed visually. The tube was instru-

efficients were increased by 13 percent. Morrison also propos@_@med with th_ree thermocou_ples embedded in the tube wall equi-
distant along its length. During each test the tube was rotated

Contributed by the Heat Transfer Division for publication in tf@JBNAL OF through 360 deg to enable circumferential surface temperature

HEAT TRANSFER Manuscript received by the Heat Transfer Division June 2, ZOOImeasuremem'S to be made- Th?rmiStorS positioned along the
revision received May 24, 2004. Associate Editor: R. M. Manglik. length of a twisted tape insert inside the tube measured the tem-
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Vapour in

Cooling water in

Features
* 150mm diameter stainless steel shell
* Sight glasses allow visual observation of
Condensate Condenser Baffie the condensate Sul:racu
poa Setlon *  Ports allow sampling ﬂf: vapour
=l Main slavation temperature, concentration and pressure

2.5 mm thick tube wall.
Tube wall embedded with thermocouples in
condenser sections 2, 4 and 6.
out + [Internal twisted tape insert with cooling
F 700 mm k water temperature sensors

: —{ s  Tube rotates through 360 degrees.
: d 3 ‘ 5 e 20 tside diameter stain] teel tube,
) : : = : mm outside diameter stainless steel tube
L]

. 1] -

Tube thermocouple Condensate

Fig. 1 Schematic of ammonia-water test condenser

perature profile of the cooling water. This information when com- The test data reduction scheme relies on accurate test measure-
bined with the cooling water flow rate provided an estimate of theent and all of the instrumentation used in the test program was
energy transferred to each section of the condenser tube. The aalibrated against New Zealand Standard instruments. The errors
monia concentrations at each section were measured by collect@sgociated with raw measurement and the derived data are given
samples of the vapor, cooling the sample and then titrating tbelow:

solution. It should also be noted that this condenser operated as a

total condenser and only a very small quantity of vapor was

v Data Thermocouple temperatures +0.2°C
purged before each test to remove any accumulated noncondety Thermistor temperatures +0.02°C

able gas. The mass flow rate of the fluid circulating in the closed Cooling water flow rates +0.004 kg-/s
loop of the test circuit was obtained from flow meters in the con- Ammonia concentration +3 percent of
densate line. ) measurement
During the condenser tests the tube wall temperature in cd?(ij‘@l[:‘é‘;d Energy Flows +2.5 percent
denser sections 2, 4, and($ee Fig. 1). Was measured at 30 de@f Heat Transfer Coefficients +6 percent

intervals around the circumference of the tube. The average exter-
nal tube surface temperaturd,(,) for each section was then

. All of the condensation experiments were carried out using a con-
calculatgd usmg_the average tube wall temperatliz ,(the_cor- stant cooling water flow rate, cooling water inlet temperature and
responding coolln.g water energy balaneg{) and an estimate condenser heat load. The tests were characterized by relatively
of the thermal resistance between the tube wall thermocouple g, 1 1 vapor velocities and low Reynolds numbers. Vapor ve-
the tube surfaceR). (Eq. (1)) The average condensation heafyjties within the condenser ranged from near static to 0.6 mis,
transfer coefficientl,, ;) for each section of the condenser tubgyroducing vapor Reynolds numbers, based on tube diameter, be-
was then calculated using E@). This method was verified by the tween 30 and 400. In the Binary condensation tests the inlet vapor
experimental ammonia concentration was varied from 0 to almost 10 wt %.
Q These tests were characterized by moderate liquid Prandtl num-
o (1) bers, 2<Pr<5, low modified liquid Jacob numbers, 0023
R <0.04 and relatively low liquid Reynolds numbers,<2Be&,,
. Q <60. While the tests were concerned with the condensation of
hWO:¢ (2) mixtures rather than pure vapors, the nondimensional numbers
Ao (Ty = Tu,o) listed above indicate that Nusselt's analysis could be applied to

results found during the commissioning tests using steam whéhg condensate film without consideration of interfacial shear
there was good agreement with the predictions from the Nussef%€ss, inertial forces and energy convection.
theory.
The experimental condensation heat transfer coefficients pro-
duced in the ammonia water tests were compared to both Nygodel
selt's theory of condensatiaiiqg. (3)) and

The one-dimensional model of the condenser was based on a

— kP9 pi-(p1—py) - hig) °%° mass and energy balance within each of the six vapor-side sec-
hn,=0.728- (T..-T.).D (3) tions. In each section the properties of the condensate pool and
s tlo="Two vapor were considered constant and the changing temperature of

the numerical binary condensation model of the condenser. Tie coolant was incorporated by subdividing the tube in each sec-
theoretical results calculated using Nusselt's theory of condens@n into three sequential segments and performing balances on
tion were evaluated using the properties for steam at the sassch. A greater number of segments did not noticeably increase
vapor saturation temperature as that of the binary vapor and aha accuracy and for most of the test simulations the change was
uniform outside wall temperature equal to the experimental avdess than 0.5°C per segment. The mass and energy transfer pro-
age outside wall temperature. cesses were driven by the condensation of the binary vapor mix-
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ture at the tube surface and along with condensation/ammonia
re-evaporation processes at the surface of the condensate the
form the main components of the model.

The condensation model was based on the theory of Colburn
and Drew{9] who considered the “point”, or initial condensation
of miscible binary vapours, on a vertical surface. Their model
assumed that mass transfer existed only in the direction normal to
the vapor-liquid interface and implied that the composition of the
condensate was determined by condensation at that point alone
Furthermore, they postulated that at the vapor-liquid interface, the
local liquid and vapor compositions could be approximated by
static equilibrium conditions. They used the vapor side diffusional
mass transfer resistance, derived from Ficks Law, together with
the boundary conditions for the vapor film implied by the assump-
tion of static equilibrium at the interface to derive the molar flux
(n) towards the condensate filt&q. (4)).

Condensation Heat Transfer Coefficient (W m® K]

Estimated messerement ermor band & &%

R0

]

a 4 L) L

Condenser Section (1= Vapour Inlet )

N
1 Wy Fig. 2 Condensation heat transfer coefficient at various tube
- Dic, n N @ heat loads. (Inset shows experimental results relative to Nus-
5, N, selt analysis (Eqg. 3).)
[

The energy transferred at the condensate/vapor interface is §f&20th, laminar condensate film. This approach highlighted the

summation of the heat transferred by the sensible cooling of tHEerence between smooth and nonsmooth binary condensate film
vapor and the latent heat of condensation. This energy transfePf1avior.

given by Eq.(5), which also includes the Ackermann correction o

factor (a). This energy transfer through the diffusion layer equafgommissioning

that conducted through the condensate film, @g. The tempera-  The condenser was commissioned using steam and the operat-
ture and composition at the vapor-liquid interface can then gy parameters for these tests were described earlier. Some of the
determined by iteration of Eq5) and Eq.(6). results from these tests are presented in Fig. 2 where the results
are presented to show the local convective heat transfer coeffi-

9=Ge+ g, =h, (T, .—T:)- a th . D1, cients found when the condenser was tested at three different
sl it foee Ty g-a ™ s, loads. These results demonstrate that the heat transfer coefficient

. is slightly higher at the cooling water outlet end of the tube, re-
N; flecting the higher tube surface temperature, and, hence, lower

N Wy, 00 outside wall to vapor temperature difference. These trends follow

Jnl — (5) the prediction from the Nusselt film condensation the@y. (3)),

L\l-—l*w whereh(T,—T,,,) Y Figure 2 also shows that the condensa-
N v tion heat transfer coefficient decreases with increasing tube heat

load due to the increase in the condensate film thickness that

g=h;-(Ti—=Ty,o) (6) occurs with increasing heat flux.

There is good agreement between the experimental results and

A similar set of equations were used in the model to determine the, prediction of both the Nusselt analy$&q. (3)) and the nu-
energy balance in the condensate pool of each section. The n}”'?‘l%?ical model. The comparison with E@) is given in the insert
transfer to the pool in each section was calculated from the global Fig. 2. The computer model of the condenser was used in these

balance of vapor condensing on the pool surface, the addition Qfyitions by assuming that the ammonia inlet mass fraction was

condensate from the tube above and the bulk re-evaporationv v low (510°%) and the success of this comparison generally
ammonia. The ammonia evaporation was required to maintq}g“dates that the overall structure of the model

thermodynamic equilibrium with the vapor space. The initial mass
fraction of the ammonia in the pool at entry to each section wi . .
equal to that leaving the previous section and it was further esults and Discussion
sumed that there were no concentration gradients in the pool.  In the ammonia-water condensation experiments the inlet vapor
The modeling of the vapor flows along the condenser was simmmonia concentration was varied from 0 to almost 10 wt %. The
plified because of the low vapor velocities and the ability to igvapor concentration increased along the condenser from inlet to
nore the pressure drops between sections. In the last section ofdbedensate outlet and in this region the maximum mass fraction
condenser there is no exit for the vapor and consequently the massasured was 26 percent. In all of these tests the average outside
flow rate of binary vapor entering the condenser was equal to thée wall temperatures was significantly below the bubble point of
total flow of condensate from the condenser. This criterion walse mixture(>5°C). This along with the results from the numeri-
used as a check on the performance of the model. The implemeal model indicated that local total condensation occurred along
tation of this model depends on accurate property values for ttie length of the tube in all of the tests. The condition of local
ammonia water mixtures. The AWMix library subroutif&0] total condensation implied that the local condensate concentration
within an EES computer program was used to generate this daad vapor-liquid interface temperature were equal to the bulk va-
A more complete description of the model together with furthgror concentration and bubble point temperature, respectively.
details of the experimental apparatus and procedures can be foWithin this environment the pool of condensate in the bottom of
in Philpott[8]. the condenser acted to re-establish equilibrium conditions with the
It should be noted that currently there is no complete theory bulk vapor. During this process relatively high concentration am-
predict the heat transfer coefficients of disturbed binary condemonia vapor was emitted from the pool, enriching the bulk vapor
sate films. The model therefore predicted the condensate film hetseam with ammonia and producing a general increase in the bulk
transfer coefficient using Nusselt’s theory, which presumes vapor ammonia concentration from vapor inlet to condensate out-
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Fig. 3 Condenser bulk vapor ammonia concentration. (Note

the Trend lines were derived from the numerical model and that

they are depicted as a continuous line for clarity, ) age tube surface temperature. Consequently, all of the mean heat

transfer coefficients found in this test program were calculated at
the average tube surface temperature using the experimental
. . . . method described earlier.
".st' Figure 3 ShO.WS the increase in the vapor ammonia concentray o experimental condensation heat transfer coefficients found
tion from vapor_lnlet to co_ndensate _outlet_, for the range of VaPY each section of the condenser are given in Fig. 5. where the
inlet concentrations experimentally |nvest|gqted. . _..general decrease in the coefficient with increasing ammonia con-
_When condensation takes place on a horizontal tube a d's“rg‘é%tration is evident. The values for the condensation heat transfer
circumferential temperature gradient develops on the surfaggeficient calculated using the numerical model are also super-

[11,12]. The magnitude of this variation largely depends on trilr‘?wposed on Fig. 5. At relatively high ammonia concentrations

:ﬁ.t'o of th'? eXt?Tal and |nt¢::rr]narl1_htra1a:htransfler cc_)etffluentsf. t\:]v'th}e re is good agreement between the model’s predictions and the
IS éxperimental program the high thermal resistance of the perimental results. However at low concentrations the experi-

tmm tfh'Ck St?]'fl.esi ?)tetel tube”\:vall ptrOd;Jng a r;elatlvelydlc;\r/]v hg ental heat transfer coefficients were generally higher than those
ransier coetnicient between he outer tube surface an € dicted by the film model with a maximum difference of ap-

coolant. Thus for the steam tests_and the ammonia water tests | ximately 80 percent occurring at a vapor concentration of 0.9
the lowest concentration, a relatively strong temperature gradi % ammonia
was measured around the tube wall. As the ammonia concentraa .\ iarnative comparison of these results is given in Fig. 6

tion increased, the outside heat transfer coefficient was marke Nere the sectional condensation heat transfer results are com-
reduced by the vapor diffusion layer that blanketed the tube. The oy ith Nusselt's prediction for saturated steam calculated at
circumferential tube wall temperature variation therefore tend e experimental conditions. It can be seen that when the vapor

to be reduced at high vapor ammonia concentrations, as ShoWnLij, e ntrations range between 0.3 and 2 wt% the experimental

Fig. 4. Memory and RoskL1] have demonstrated that local variap ¢ yransfer coefficient was greater than that predicted by the
tions in both surface temperature and heat flux have negligi

ffect on th heat t f fficient calculated at th sselt equation for condenser sections four and six by up to 34
eliect on the mean heat transier coetlicient calculated at the avﬁé'rcent. However, the heat transfer coefficient for section two of

the condenser tube generally remained at or below the Nusselt
prediction. This amomalous result was caused by a delay in the
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Fig. 4 Variation in tube wall temperature profile with ammonia
concentration. (The wall temperature around the circumference
of the tube has been normalized about the 180 deg tube wall
temperature, i.e., T, p— T, g=180, t0 illustrate the tube wall tem-
perature profile at various ammonia concentrations more
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Fig. 6 Ratio of sectional condensation heat transfer coeffi-

clearly.)

530 / Vol. 126, AUGUST 2004

cient to Nusselt's prediction

Transactions of the ASME

Downloaded 06 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Condenser Inlet Ammonia Concentration {wi%)

Fig. 7 Average tube condensation heat transfer coefficient
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Fig. 9 Condenser pressure variation with inlet vapor ammonia
concentration

axial growth of disturbed film in the early sections of the con-

denser. Condensate film disturbances were observed in section
at these ammonia concentrations; however, they preferentially
veloped at the edge of this section and therefore did not influe
the thermocouple embedded in the tube wall near the center of
section. The measured enhancement in the condensation HB
transfer coefficient at low ammonia concentrations was com
rable with the earlier research of Morris¢8,5]. Morrison re-

corded a maximum enhancement of 13 percent at an ammo

concentration of 0.88 wt %.

The overall tube condensation heat transfer coefficients for the
condenser found at various vapor inlet concentrations is givenci
Fig. 7. The heat transfer coefficients were calculated by averag
the sectional heat transfer coefficients on a tube area basis.
results again demonstrate that the condensation heat transfer
efficient generally decreased with increasing concentration afl
that at the highest ammonia concentrations investigated the L
merical model agreed well with the experimental results. When
the ammonia concentration of the inlet vapor was low the expeM-
mental values were markedly greater than those predicted by ffe

ag_%/o the condensation heat transfer coefficient exceeds the values

%edicted by the Nusselt solution. The maximum enhancement of
s coefficient 14 percent, develops when the vapor has an am-
gpia concentration of 0.47 wt %. For inlet vapor concentrations
reater than 0.88 wt % the ratio of the experimental condensation
eat transfer coefficient to that predicted by Nusselt was less than
ty, with a minimum ratio occurring at the greatest inlet concen-

ration.

The changes in the value of overall condensation heat transfer
Reﬁicient were reflected in changes to the condensers pressure,

% shown in Fig. 9. In the region of enhanced heat trar{gf@~

wt % ammoniajthe condenser pressure was slightly below
e : ; . .
pgt recorded for steam, while further increases in the inlet ammo-
g concentration produced a steady increase in the condenser
ressure.
The overall thermal resistance between the between the bulk
apor and the wall is defined by E.) and the subdivision of this
istance into its components

model, with a maximum increase of approximately 40 percent (T, Two)
occurring at a vapor concentration of 0.5 wt % ammonia. Ry=——"7—" )
Figure 8 provides a comparison of the overall condensation q

heat transfer coefficient results with Nusselt's prediction for satamely the vapor and condensate film resistances provide further
rated steam at the experimental conditions. The results show thfight into the condensation process. It was established earlier
when the ammonia vapor concentrations range from 0.2 to 0.8t local total condensation occurred in all of the ammonia water

| e— -
Estimated measurement error band + 6%

oe
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7
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[
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Fig. 8 Ratio of overall condensation heat transfer coefficient
to Nusselt’s prediction

Journal of Heat Transfer

condensation tests and therefore the vapor-liquid interface tem-
perature could be assumed to be the bubble point temperature of
the mixture. When the interface temperature is known the indi-
vidual resistances of the vapor and condensate films could be
estimated using Eq8) and Eq.(9), respectively.

(T,—Ty)
RU——q (8)

Ti=Two)
RI:—( q : 9

Figure 10 shows the resistances of the vapor and condensate films
as a function of vapor ammonia concentration for both the experi-
ments and the numerical model. The values presented in the fig-
ures are the product of the resistance and the outside surface area
of the tube section and are therefore equivalent to the inverse of
the respective film heat transfer coefficients. These results show
that the resistance of the vapor film was strongly dependent on the
bulk vapor ammonia concentration, increasing rapidly with in-
creasing ammonia concentration. At the lowest ammonia concen-
trations investigated0.3 wt %) the vapor film resistance was al-
most an order of magnitude less than the condensate film heat

AUGUST 2004, Vol. 126 / 531
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S o N N . : It is notable that the condensate film heat transfer resistance

! became greater than that calculated by the model for a smooth

riFE film when the concentration was greater than 10 wt %. It seems

- | | ' somewhat of a paradox that disturbed condensate films could dis-

. [ play higher heat transfer resistances than smooth films, however it
=T e | gt | is postulated that circumferential surface tension gradients may
= J':: tolelelen . i - = have caused a general thickening of the condensate film around

e N i iﬂt ] ! the tube and hence an increase in the resistance of the condensate

Eg A 5 film. Although, to the best of the author’s knowledge, this phe-

E 5 L 1L nomenon has not previously been reported during binary conden-

E E r.000-53 e ! sation, the thickening of binary liquid films flowing down distil-

e E ! & Wipour Nl jreperieent=) lation columns has been attributed to surface tension gradients
= T A further point of interest is that the development of condensate
= —— Coimrczete fm grvoche b k) film disturbances was somewhat delayed in the early sections of

T : i .. the condenser. This can clearly be seen in Fig. 6, where the heat
it Bt Ty transfer ratio for section 2 of the condenser remained relatively

low at ammonia concentrations where peak enhancements oc-
curred in condenser sections 4 and 6. Condensate film distur-
bances were observed in section 2, but at these low ammonia
concentrations the disturbances were restricted to the edge of the
section(see Figs. 11(agand 11(d)). At low ammonia vapor con-
transfer resistance, while at concentrations of 1—4 wt % they wetentrations the condensate film immediately above the thermo-
of a similar order. At higher ammonia concentrations the vapebuple appeared smooth and consequently the average tube sur-
film resistance began to dominate. face temperature measured in this section may not be a
While the model was in good agreement with the experiment@presentative value. Thus, due to the geometry of the instrumen-
vapor film resistance the trends were quite different for the cogation, the experimental results tended to exaggerate the seeming
densate film resistance. This was due to the fact that the mogialk of disturbances in section 2 of the condenser. It should be
used Nusselt theor{Eq. (5)) to describe a smooth, laminar con-noted that the onset of Marangoni disturbances was not he focus
densate film when the actual film was generally disturbed. Th# the present research and the test rig was therefore not suitably
series of tests described by Dedi®d has shown that surface instrumented to give an insight into the mechanisms at work dur-
tension gradients at the vapor condensate interface are the magtthe development of the Marangoni effect during binary con-
likely cause of these disturbances. The disturbances evolve whighsation. Nevertheless, why the development of the condensate
the surface tension in a local region increases with increasing fiitm disturbances was retarded in the early sections of the con-
thickness, liquid is drawn from surrounding regions that are thiglenser is unknown. The onset of the Marangoni effect and the
ner and have lower surface tension. This reinforces the origireffect of thermal driving force during the condensation of ammo-
perturbation, resulting in a stable but unevenly thick film that camia water mixtures are currently being studied in detail by Korte
be observed by the naked eye. This situation generally arises wheral.[16,17].
the more volatile component of a condensing binary vapor mix-
ture has the lower surface tension. This is certainly the case far .
ammonia water mixtures where liquid ammonia has a surface t onclusions
sion less than a tenth of that for water at 100°C. The commissioning of the simplified shell and tube test con-
The films observed in these ammonia water condensation tedenser was conducted using steam. The results from these com-
could simply be classified as either smooth or turbulent bandedrnissioning tests were successfully compared with both the Nus-
nature. However, within the turbulent banded classification theselt equation and parts of the binary condensation model that was
was a high degree of variation ranging from thin fast movindeveloped to help interpret the test data. When weak ammonia
bands with some evidence of the beginnings of pseudo-dropleater vapors were injected into the condenser the test results gen-
condensation to very broad slow moving bands. Figure 11 shoemally show that the condensation heat transfer coefficient is lower
the condensate film at three points along the condenser for varidhian that found for steam and that this coefficient normally de-
ammonia concentrations. creases with increasing ammonia concentration. When the bulk
The appearance of the condensate film was connected to #i)emonia concentration is greater than 18 percent the heat transfer
value of the film’s thermal resistance. At low ammonia concentraoefficient is only 20 percent of that predicted for steam at the
tions, where the film was relatively smoothe., section 2 when same operating condition. At these high concentrations the results
the vapor concentration was less than 1 Wt %he experimental from the computer model are similar to those found in the tests.
condensate film resistance was similar to the values predicted Hyis agreement suggests that the use of a film model will become
the numerical model. When the ammonia vapor concentration iarealistic approach to the modelling of ammonia-water condens-
creased the intensity of the film disturbances also appearedets at higher concentrationisc10 wt %). In these regions the dif-
increase and the experimental condensate film resistance generfakjon layers thermal resistance will be larger than that associated
decreased. The lowest film resistances were found to correspovith the condensate film. Some confidence in the model can be
to the most vigorous turbulent banded films obserysee for gained from its predictions regarding the increase in the ammonia
example Fig. 11(c)). This enhancement in the condensate film heahcentration along the length of the unvented condenser.
transfer is examined in further detail by Philpott and Defr8s. The condensate films that evolved in most of the tests appeared
Further increases in the vapor ammonia concentration tendedtdchave a disturbed surface. At very low ammonia concentrations
produce less disturbed condensate film beha(see Figs. 11(i) the films were less disturbed but they were not as smooth as the
and 11(I))resulting in relatively high condensate film resistancefims found when steam condenses. It is believed that the dis-
at high ammonia concentratioris:10 wt %). In this region the turbed films are responsible for the enhanced heat transfer rates
thermal resistance of the condensate film was less than that of that develop at low ammonia vapor concentrations. When the va-
diffusion layer, and the effects that the disturbed condensate fipor's ammonia concentration is less than 2 percent, the experi-
created, were minimalized. It is this region that the film modelsentally found heat transfer coefficients are greater than those
normally used to analyze binary condensation become realistidound for steam. These coefficients were enhanced by 34 percent

Fig. 10 Vapor and condensate film resistances
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Fig. 11 (a-I) The condensate film at various vapor ammonia concentrations and positions within the con-
denser (left=section 6, middle =section 4, right =section 2)

when the ammonia concentration was 0.9 wt%. The source tadn is higher than this value the resistance associated with the

these disturbances is believed to be surface tension instabilitiesy&por film will become more important and this is the condition

the vapor/condensate interface. _ normally considered in binary condensation. When the vapor and
The analysis of the test conditions confirmed that total locghndensate thermal resistance values are derived from the experi-

condensation took place on the condensate surface. Itis therefore, | reqyits the values found for the condensate film resistance
possible to identify the component vapor and film resistance’s th\ﬂ

developed in each test, assuming that the condensate film gss lower than that predicted for the “idealized” binary mixture.
“idealized” as smooth ar;d continuous. At low concentrations “fhiese reduced values support the argument that the disturbed film
Wt %) the computer model demonstrated that condensate film Wi responsible for the enhanced rates of heat transfer and the de-
be the dominant resistance. When the vapors ammonia concen@iption assists in defining the limited region of the enhancement.
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Nomenclature

a = Ackermann factor,
= area,
= molar concentration, mol/fn
D,, = Diffusion coefficient, m/s
g = gravitational acceleratiof®.81), m/g
h = heat transfer coefficient, WAk
hig = latent heat of condensatidsteam), kJ/kg
= latent heat of condensatidbinary mixture), kJ/kg
Ja = Jacob number
k = conductivity, W/mK
n = molar flux relative to fixed axes, molfs

N = molar flow rate, mol/s
Pr = Prandtl number

o >

Q = total heat transfer, W
q = heat flux, W/
R = thermal resistance, K/IW
Re = Reynolds number
T = temperature, K
wt% = weight percent

Greek Symbols

6 = film thickness, m

p = density, kg/m

u = viscosity, N s/

o = molar fraction, mol/mol

Superscripts and subscripts

= average
w = wall
0 = outside

cw = cooling water
Nu = according to Nusselt theory

| = liquid

v = vapor

o = bulk condition

i = interface

s = sensible heat
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A Dual-Scale Computational
Method for Correcting Surface
Temperature Measurement Errors

The present paper addresses the measurement errors in temperature due to the effects of
G. F. Zhou surface-mounted temperature sensors like thermocouples. Heat conduction into or from
the installed thermocouple wires can alter the temperature at the thermocouple junction
Department of Mechanical, as well as in its immediate vicinity. As a result, the emf appearing at the thermocouple
Materials and Aerospace Engineering, terminals does not correspond to the actual surface temperature. In this paper, we present
Illinois Institute of Technalogy, a dual-scale computational method that can be used to calculate the transient tempera-
Chicago, IL 60616 tures at the multiple thermocouple junctions during heating or cooling of an object. The
basis of the method is a thermocouple submodel embedded in a FEM model for the parent
object. The numerical results of the dual-scale computational model are compared with
that of the conventional FEM models as well as the analytical solutions available. This
paper also discusses the characteristics of surface-mounted thermocouples in a range of
configurations. [DOI: 10.1115/1.1773585

T. C. Tszeng

Keywords: Heat Transfer, Measurement Techniques, Numerical Methods, Thermocouples

Introduction computational approach. The numerical results of the dual-scale
caomputational model are compared with those of the conventional

Surface-mounted thermocouple installation is a very conveni M models as well as the analytical solutions available.

technique to obtain the surface temperatitg]. Interior tem-
peratures are usually used in the inverse heat transfer calculation .
for determining the surface heat transfer coefficients of an objeetial-Scale Computational Method
in heating or cooling[1-11]. Minimum time lagging and there- A schematic of intrinsic surface-mounted thermocouples is
fore better solution stability can be achieved when surface teghown in Fig. 1. In practice, thermocouple wire is usually very
peratures are usdd,4—11]. However, there are several importarthin (with a radius typically less than 0.5 mneompared to the
issues that need to be resolved for surface-mounted thermocoupéeiius of curvature on the parent object’s surface. Therefore, an
to ensure that they produce accurate temperature measuremeniissymmetric model is a good approximation to the heat transfer
To facilitate the discussion, it is important to recognize that thephenomena in the thermocouple wire and the material in the vi-
mocouples can be installed on the surface in at least two commainity of thermocouple junction. Because of the small size of the
configurations; namely bead-type junctions and the intrinsic junthermocouple wire, the parent object does not feel the existence of
tion (Fig. 1). In the latter approach two dissimilar thermocoupléhe thermocouple except in the immediate vicinity of the junction.
wires are usually spot-weld directly onto the surface; with thindeed, the heat transfer analysis in the parent object is carried out
spacing between the junctions ranging between one to two wiséthout considering the existence of thermocouples. In the imme-
diameters(Saraf[1], Park et al[3]). Since the junctions lie di- diate vicinity of the junction, the multi-dimensional nature of the
rectly on the object surface, the temperature appearing at the tHegat transfer becomes more apparent.
mocouple junction is usually thought to be the actual surface tem-The calculation of the detailed multi-dimensional distribution
perature. Nonetheless there are errors in the measured temperai{ii@mperature close to the junction calls for an analysis in a
using intrinsic or bead junction$,12,13]. Essentially, heat con-region whose size is comparable to the length scale of the junc-
duction into or from the attached thermocouple wires can alter thién. One such model of small length scale is depicted in Fig. 2,
temperature at the thermocouple junction as well as in its imm@hich is one half of an axisymmetric model. The model consists
diate vicinity. It is believed that such error is a more serious prolgf two portions; the first one is the body of thermocouple wire and
lem in applications involved high rate of heating or cooling. Foihe second portion is a finite volume of the parent object in the
instance, the high heating/cooling rate in laser processing aviginity of the junction. When the parent object is subjected to a
dilatometry tests can be as high as a thousand degrees per sec#@1ging temperature, so is the submodel. The top surface of the
The accuracy of measured temperature is important for assessiHgmodelparent object and the thermocouple witeexposed to
the rapid microstructural changgs4]. the environmentsee Fig. 2). As discussed earlier, the temperature
A number of methods and simplifications have been utilized @ @ location away from the immediate vicinity of the junction is
modeling the transient thermal response of surface-mounted t@¥sumed not to be significantly affected by the presence of the
mocouples13,15-18]; a review is furnished {]. One of the thermocouple. Thus, the material along the lower and right bound-
authors developed an embedded submodel for calculating the trafies of the model should have the same temperature as that in the
sient temperature at the intrinsic thermocouple juncfh The ©bject assuming no disturbance from the thermocouple. These un-
present paper reports the study on general characteristics of @gurbed temperatures can be calculated easily with the FEM
surface-mounted thermocouples based on a combination of fRgdel if the rate of heat transfer on the surface of parent object is
thermocouple submodel and the FEM modeling in a dual-sc F@owzn. The appropriate boundary conditions are also shown in
ig. 2.

Contributed by the Heat Transfer Division for publication in th®URNAL OF The dimensions of the submodel are normalized by the radius

HEAT TRANSFER Manuscript received by the Heat Transfer Division January g0f the portion. of parent object in th? SmeOqelv as ShOWf} in Fig. 2.
2003; revision received April 20, 2004. Associate Editor: A. F. Emery. The actual size of the submodel is determined by scaling on the
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beginning of each time step, the temperature field throughout the

INTRINSIC BEAD parent object in the absence of the thermocouples is obtained by

solving the heat transfer equations by FEM. The temperatures in
the thermocouple submods) are then obtained from the parent

object by spatial interpolation. Actually, only those boundary
nodes with temperature-specified boundary conditions will carry
the interpolated temperatures. If applicable, the time-varying heat
A transfer coefficient appears on the outer surface of the thermo-
couple submodel as well as of the parent object. A separate FEM

calculation is then carried out to determine the temperature field in
each of the thermocouple subma@el At the completion of the
current step, the solutions for both the parent object and the ther-
mocouple submod@) are saved for the next time step. The com-
putational algorithm is implemented in the FEM-based software
system HOTPOINT19].

7 .
Evaluation of the Developed Method
Fig. 1 Two types of junction for installing surface-mounted In this section, the developed dual-scale computational method
thermocouples is evaluated by comparing the numerical results with the analyti-

cal solutions available in the literature. Keltner and B¢tK]

obtained analytical solutions to the transient heat transfer prob-
diameter of the thermocouple wire. The submodel is superir{?-m,s of an intri'nsic thermocouple attached to a substrate thgt ex-
posed at the actual location of surface-mounted thermocouplesR§iences a uniform temperature change. The thermocouple is per-
the parent object that does not include thermocouple in the FERFLY insulted on lateral surface. The surface onto which the
mesh. Since the heat conduction in the thermocouple affects th&'mocouple is installed is considered to be adialjdfid. The
local temperature distribution, care must be taken to properly ax2lution of temperature at the junctiol,, was obtained when
count for changes in thermal properties of both the parent materi3§ entire objectsubstratexperiences a uznlty step temperature
and the thermocouple. It needs to be remarked that the thern§gange. For the dimensionless time a;t/a*>0.1, the solution
couple submodel can be placed at any location of the surfa@f-temperaturel;, at the junction is given if16] by ®(7)=1
mounted thermocouples on the parent object; it does not necessafirerfc(C,(7), where C;=p/(8/m*+pB), C,=4/(8/r
ily have to lie along the symmetric axis of the parent objectr 8m), rerfc(x)=exp(¥)(1—erf(x)), 3=K/ A, a=thermal dif-
Therefore, the proposed computational model has the great fléusivity of substrate,a=thermocouple wire radiusK=k;/k,
ibility of considering the multiple surface-mounted thermocouplévherek=thermal conductivityandA= a,/a; . Subscripts 1 and
wires in two- or three-dimensional analysis. The computational represent parent objecsubstrate)and thermocouple, respec-
procedure follows the standard FEM time stepping technique fively.
which the time domain is subdivided into many small steps. At the In order to evaluate the dual-scale computational method
against the above-mentioned analytical solutions, we examine the
case similar to that mentioned abdu&], in which the top surface
is adiabatic. However, instead of the entire substrate, only the
bottom surface is assumed to experience a step change of tem-
perature. In the case of constant thermal diffusivity, the tempera-
ture at the junction is given in20] by the use of Duhamel’s
integral:

|
!

IBREE

4 dD(s)
TJ(T):D(O)¢(7)+f @(T—S)Tds, (1)

0
- whereD is the temperature disturbance at the junctidnis the
unsteady temperature at the junction resulting from a stepwise
u CONVECTION WITH u_nit dis_turbanc_e{step response functimnThe_step r_esponsb_is

MEDIUM given in previous paragraph for the dimensionless time

m = t/a?>>0.1. The temperature disturband®, is obtained by
considering a step temperature change appears on both surfaces of
a plate of thickness 2. Assuming constant thermal conductivity
and constant heat capacity, the temperali(pet) at any location
x measured from the centerline of the plate is giver] 29/]:

THERMOCOUPLE
I

TH-Ts < (D" o
T.oT. —2n:0 L e “*n' COS\ X, (2)

OBJECT

SPECIFIED
TEMPERATURE

whereT, andT; are, respectively, the initidlniform) and surface

temperature on the plateg=thermal diffusivity, \,L=(2n

+1)7/2,n=0, 1, 2, 3, etc. The junction temperatlirg ) is thus

obtained by replacing the disturbance functidm Eq. (1) by the

temperaturer (0,t), of EqQ. (2).
0.00 maggﬁ%%e 1.00 In the foIIov_ving numerical calcu_lations, the bottom surface of_
: ’ the thin plate is assumed to experience a step change of 100°C in

temperature. The thermocouple wire radiusGal mm, and the

Fig. 2 Embedded computational model for calculating the plate thickness is 3 mm. The properties &ge=k,= 10 w/m/k,

temperature field in and around the thermocouple (pc)1=(pc),=1x10P J/nP/k; which corresponds t@=1. Fig-
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0025 accuracy. The thermocouple junction is represented by the ele-
ment edge between the thermocouple stem and the parent object.
002 | DUAL- L=7 mm It is observed that the temperature is actually not constant along
SCALE .. . . .
L=17 mm this junction, Fig. 4b). For the purpose of comparison, an average
0015 temperature along this element edge is considered to be the ther-
L=1.9mm mocouple junction temperature.
oot CONVENTIONAL These results in Fig. 3 indicate that the difference betwggn
(=1.0mm FEM andT; increases during the initial stage of heating; and decreases
in the later stage. As seen in the figure, the conventional FEM
0008 ANALYTCAL result for a thermocouple length bf=1 mm agrees well with the
analytical result in which the thermocouple length is not consid-
0 ered. The agreement between the analytical solution and the con-
0 250 500 750 1000 1250 ventional FEM model for this very short length is taken as justi-
DIMENSIONLESS TIME fication for benchmarking the dual-scale FEM model against the

NORMALIZED TEMPERATURE DIFFERENCE

Fig. 3 Difference between the undisturbed surface tempera- conventional FEM results.

ture and calculated temperature at junction,  (Ty—T,). The cal- For a thermocouple of 0.2 mm diameter, the dual-scale FEM
culated temperature normalized by the maximum temperature model of Fig. 2 has a thermocouple lendgth of 1.9 mm. The
(100°C), and the dimensionless time is given by ~ 7=a,t/a?. The calculated difference betwedh, and T, by using the developed
bottom surface of the thin plate experiences a step change of dual-scale FEM model is shown in Fig. 3. The result agrees well

100°C in temperature. The thermocouple wire radiusa ~ =0.1mm,  with the result from conventional FEM model when the same
and tehe th3|ckness is 3 mm. k;=k,=10 w/r_n/k, (PC)_1=(PC)2=1 thermocouple length of 1.9 mm is used. Given that the differences
X10° Jym*/k. The conventional FEM model is shown in Fig. 4. between the undisturbed surface temperatiitg) (and that at the
junction (T;) are indeed very smalbbout 2°C out of 100°Cin
the considered case, the dual-scale FEM model is judged to be
ure 3 shows the differences between the undisturbed surface teifficiently accurate to investigate the effects of thermocouple at-
perature Ty) and that at the junctionT(;) as computed by the tachment.
analytical solution, Eqg1) and(2) and the “conventional FEM” Figure 3 also indicates that the difference betw@&gnand T,
where the temperature is normalized by the temperature changéngfeases with increasing length However, at large lengths L,
100°C at the bottom surface of the substrate. In addition to tifierther increases of do not lead to a greater effect since the
analytical solution, this figure shows the results from the convebehavior of the thermocouple leads is approaching that of an in-
tional FEM model for three different lengtlis) of thermocouple. finitely long fin. Thus the influence is greatest for short
A finite element analysis that incorporates the detailed thermiengths—as shown, there is essentially no difference between the
couple model with the parent material will be referred to as eases olL.=7 mm and 17 mm.
“conventional FEM” model throughout the present paper. The The case in the following is similar to that of Fig. 3 but closer
grid of one such FEM models, corresponding to a thermocoupie actual applications. The initial temperature is 20°C in a speci-
length L=1.9mm, is shown in Fig. @) where a fine mesh is men of 3 mm thickness, and the temperature on the opposite side
used in the vicinity of thermocouple junction for better solutiof the adiabatic surface is brought to 2000°C suddenly. At the end
of a holding period of onél) second, the surface temperature is
brought back to 20°C. The thermal properties of AISI 4140 steels
are taken froni5]. The thermocouple wires are assumed to have
h7x the same thermophysical properties as that of the base specimen
4,50 - materials. Thermocouple wire is assumed to be perfectly insu-
- lated. By using the dual-scale computational method, the calcu-
L lated temperature on the adiabatic surface as well as that on the
] thermocouple junctions is shown in Fig(g for thermocouple
wire of 0.30 mm diamete(0.15 mm in radius). As indicated in the
figure, the temperature at thermocouple junctions falls behind the
changing temperature on the adiabatic surface. That is, the junc-
tion temperature is lower than the undisturbed surface temperature
in heating, and the reverse is true in cooling. The error due to
surface-mounted thermocoupléhe temperature difference be-
tween thermocouple junctions and the adiabatic suyfae
1.0 Eanan : shown in Fig. 5(b). Several different thermocouple wire radii are
o . considered, ranging between 0.02 mm and 0.15 mm. The discrep-
‘ ancy grows at a larger thermocouple wire diameter. For a thermo-

tHH

Y-AXIS
N
«
=
|
TTTT
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|90 22 06

~N
by .
=)
w|w |
.{_

1
|6 L

1.00

0.50 2.25 couple wire size of 0.15 mm in radius, the discrepancy in tem-
- perature can be as large as 30°C in the case study. It is thus
000 200 — [FUBE[TRRT AT concluded that smaller thermocouple size is desirable for lower
0.00 0.50 1.00 0.00 0.25 0.50 0.75 1.00 measurement error.
X-AXIS X-AX1s
4(a) 40

Characteristics of Surface-Mounted Thermocouples

Fig-d"'l hCorfwentionaI FhEM mesh Ifor fha'fd_Of an aXi_Sy"l‘memc In this section, the developed dual-scale computational method
rsTJ%s?rz;tea\tNheoastgrtehsicintessrr?sogc’;?n? lznr?h'gfs ther naqgc%u ’Em on i is used to examine the issues regarding characteristics of surface-
, eng iy mounted thermocouples; namel¥) thermocouple wire diameter;

=1.9mm. The base of the substrate is brought to 100°C at t ! e
=0: other surfaces are adiabatic. Thermophysical properties and(2) heat convection on thermocouple surface. Specifically, we

are the same as that of Fig. 3. The contour plot is the tempera- examine the situation in which the surface of thermocouple is
ture distribution in the vicinity of junction at a normalized time exposed to an environment in which there is heat exchange be-
7=400. tween the thermocouple and the environment. The heat fux,
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Fig. 6 Calculated histories of temperature by using the dual-
scale computation for rapid quenching from the top surface of

the parent object. The thermocouple is a Chromel. Wire radius

of 0.4 mm. nis the normalized heat transfer coefficient on the
surface of insulation sleeve. (a) Heat transfer coefficient h
=1 kW/m? K; (b) Heat transfer coefficient h=10kW/m? K.

Fig. 5 Calculated histories of temperature for rapid heating,
short holding and rapid quenching from the bottom surface of

the thin plate of 3 mm thickness. The thermocouple is a
Chromel. Actual thermophysical properties of 4140 steel [5] are
used. (a) The calculated temperature for wire radius of 0.15
mm; (b) The error in temperature as predicted by dual-scale
FEM.

junction temperature is mostly lower than the actual, undisturbed
through the surface follows the general relatgpah(T,—T..), in  surface temperature. At a lower effective surface insulation ratio
which, g is the surface heat fluk is the heat transfer coefficient, », the junction temperature is closer to the undisturbed surface
T, is the surface temperature, ahd is the environment tempera- temperature. At a large thermocouple diameter combined with a
ture. A real-world example is the insulation on thermocoupl®wer effective surface insulation ratip(e.g.,»=0 in Fig. 7), the
wires; which is not always thermally perfect. It is known that thgunction temperature can be slightly higher than the undisturbed
insulation thickness increases with the size of the insulatimurface temperature, particularly in the earlier stage of cooling
sleeve. because the thermocouple junction acts as an insulator. In sum-
Let a normalized heat transfer coefficientbe defined by the mary, it is noted that bare thermocouple wires always lead to large
ratio of effective surface heat transfer coefficient on the thermoieasurement error. In contrast, perfect insulation tends to mini-

couple surface ) to that on the object surfacéh), i.e.,  Mize the error. According to Figs. 6 and 7, low temperature error
—h/h. Hence =0 corresponds to perfect insulation, apd1is " be obtained at a normalized heat transfer coefficjemaller

no insulation(bare surface). The case to be examined is a simFH%an or equal to 0.1.

two-dimensional axisymmetric model with a surface-mounted

thermocouple on a parent object. The top surface of the parent .

object and the thermocouple wire surface are exposed to the Zspnclusmns

vironment; all other surfaces are assumed to have zero heat fluxhe present study investigated the error in measured tempera-
(insulated). Only the parent object needs to be meshed,; the initiate by using surface-mounted thermocouples. In order to over-
temperature is 1000°C. Heat is extracted from the surface ofceme the difficulty of calculating the temperature field associated
plate through convection with a heat transfer coefficientAn  with surface-mounted thermocouples attached at an arbitrary lo-
intrinsic thermocouple junction is installed on the same surfaceation on the object, a dual-scale computational model is devel-
The actual thermal properties of AISI 4140 steel are y$édThe oped and used in conjunction with a FEM model for the multidi-
calculated temperatures at the thermocouple junction as well raensional calculation of the heating or cooling of a part. By using
that on the surface are shown in Fig. 6 for two levels of heaalytical solutions and numerical calculations, it is shown that
transfer coefficient on the specimen’s surfdce., h=1 and 10 the developed dual-scale computational model offers accurate pre-
kW/m?K). In this calculation, Chromel thermocouples of twadiction of the temperature at the junction of thermocouple wire.
wire diameters are considered. The measurement errors at The actual effects of thermocouple on measured temperatures de-
thermocouple junction are shown in Fig. 7 for heat transfer cogfend on the diameter of thermocouple wire; generally smaller
ficient h=1 kW/n?K and two thermocouple wire diameters.wire gauge leads to smaller measurement error. The effectiveness
Overall, the magnitude of temperature error decreases with thieinsulation decreases with wire size. Particularly, the insulation
effectiveness of insulationy. In the present case of cooling, thebecomes very ineffective on thin gauge thermocouple when the
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Experimental Investigation of the

Potential of Metallic Porous

Inserts in Enhancing Forced
s | Convective Heat Transfer

Abdulmajeed A. Mohamad

e-mail: amohamad@enme.ucalgary.ca The present experimental work investigates the effect of a metallic porous matrix, inserted

in a pipe, on the rate of heat transfer. The pipe is subjected to a constant and uniform heat
flux. The effects of porosity and thickness of the porous matrix on the heat transfer rate
De . and pressure drop are investigated. That is, the surface temperature distribution along a
partment of Mechanical . . - : .
and Manufacturing Engineering, heated section of _the pipe, the_ pressure dro_p over t_hls section, as V\_/e_ll_ as the inlet tem-
Calgary, AB, T2N 1N4, Canada perature of the air were contlnu_qusly monltore_d with a data acquisition system and
Y ’ recorded when steady-sate conditions were attained. The results obtained for a range of
Reynolds numbers 1088500, comprise both laminar and turbulent regime. Also, the
results are compared with the clear flow case where no porous insert was used. It is shown
that higher heat transfer rates are achieved when using porous inserts at the expense of a
reasonable pressure drop, which depends on the permeability of the porous matrix.
[DOI: 10.1115/1.1773586

The University of Calgary,

Keywords: Convection, Enhancement, Experimental, Heat Transfer, Porous Media

1 Introduction a porous medium. The numerical model assumed thermal non-
The emplovment of different tvoes of porous materials iequilibrium between the fluid and the solid in the porous medium.
ploy yp P he experimental Nusselt numbers were determined by measuring

forced cqnvectlon L transjer ha; been extens_lve!y studied HE temperatures along the channel as well as the heat flux to the
to the W'de range of_potentlal engineering ap_phcatlons such @Rll. The volumetric heat transfer coefficient was evaluated by
electronic cooling, drying processes, solid matrix heat exchanget§mnaring the experimental Nusselt numbers with the numerical
heat pipe, enhanced recovery of petroleum reservoirs, etc. Rles. Fu et al[5] experimentally demonstrated that a channel
Nimr and Alkam[1] numerically investigated the problem of tran-jjieq with high conductivity porous material subjected to oscillat-
sient forced convection flow in a concentric annuli partially filleghg flow is a new and effective method for cooling electronic
with porous substrates located either on the inner or the outgdvices. Angirasg6] performed experiments that proved the aug-
cylinder. An increase of up to 12 times in the Nu number wagentation of heat transfer by using metallic fibrous materials with
reported in comparison with the clear annuli case and the supeyio different porosities, namely 97% and 93%. The experiments
ority in thermal performance of the case when the porous sufgere carried out for different Reynolds numbétg,000—29,000)
strate was emplaced to the inner cylinder was outlined. Based @fd power input$3.7 and 9.2 W). The improvement in the aver-
the results obtained, Alkam and Al-Nini2] further investigated age Nusselt number was about 3—6 times in comparison with the
the thermal performance of a conventional concentric tube hegise when no porous material was used.

exchanger by emplacing porous substrates on both sides of thé is worth mentioning that the literature contains a large num-
inner cylinder. Numerical results obtained showed that porobsgr of numerical investigations on the use of porous materials for
substrates of optimum thicknesses yield the maximum improveatural and forced flow applications. However, the experimental
ment in the heat exchanger performance with moderate increaseviork carried out in this area is limited. Since the topology of
the pumping power. Recently, Mohamggl numerically investi- porous materials varies drastically from one application to an-
gated the heat transfer augmentation for flow in a pipe or a chasther, a carefully controlled experimental work is highly desirable.
nel partially or fully filled with porous material emplaced at the The present experimental study aims at demonstrating the po-
core of the channel. It was shown that partially filling the channégntial of metallic porous inserts in enhancing the convective heat
with porous substrates can reduce the thermal entrance lengthitapsfer. The experiments were carried out for Reynolds numbers
50% and increase the rate of heat transfer from the walls. Aletween 1000 and 4500, the power input was set at 13.2 W, and
though the porous material contributes to the pressure drop alck?y different porous media, whose porosities varied between
the channel, an optimum thickness of about 60% of the chanr®8.6% and 99.1%, were examined. The maximum increase in the
height was found to offer a substantial increase in the Nu numidength-averaged value of the Nusselt number of about 5.2 times in
at the expense of a reasonable pressure drop. |Chifm]/pro_ comparison with the clear flow case was achieved with a porous
posed a new method for evaluation of heat transfer between sdligdium fully filling the pipe(porosity 98.1% and a Reynolds
material and fluid in a porous medium by conducting both expeffimber of about 4500

mental and numerical work. In the first stage, the local Nusselt

numbers were numerica_lll_y obtainepl based on dif_rerent_ dimensiopn- Experimental Setup and Procedure

less heat transfer coefficients, which enclosed in their forms the

volumetric heat transfer coefficient between the fluid and solid in The porous media used for experiments were manufactured
from commercial aluminum scregwire diameter 0.8 mm, den-

Contributed by the Heat Transfer Division for publication in th®URNAL OF sity 2770 kg/ﬁ’ thermal conductivity 177 W/ﬁK) cut out at

HEAT TRANSFER Manuscript received by the Heat Transfer Division January 4\,/ari0'-.JS diamgterSD) and then inse‘rted on steel rods, §ee Fig. 1.
2004; revision received April 23, 2004. Associate Editor: P. M. Ligrani. That is, 12 different porous materials, whose properties are pre-
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Fig. 1 Porous medium manufactured from aluminum screens

sented in Table 1, were obtained by varying the screen diam

and the distance between two adjacent scréens

The schematic diagram of the experimental facility is depict

with 3 layers of fiber glass with a total thickness of about 5 cm.
The magnitude of the heat flux was adjusted by varying the inten-
sity of the current measured with the ammetet) and supplied

by the direct current power suppl$). A honeycomb rectifier of

50 mm length installed at the entrance of secti®p followed by
three screens, 10 mm apart from one another, were employed in
order to remove eddies and provide a more uniform velocity pro-
file. The pressure drop caused by inserting different porous media
inside the heated sectigh0) was measured by connecting one of
the ports of the differential pressure transmiftel) to a pressure
tap, welded in the proximity of the flanges between secti@n
and(10), and leaving the other one free to the atmosphere. Tem-
peratures of the air entering the heated section and those of the
surface of(10), at five axial positiong0, 49.4, 98.8, 148.2, and
247 mm) were recorded using six K-type thermocouples. The
mass flow rate of air flowing inside the rig, adjusted with the help
of valves(2) and pressure regulat¢8), was measured using the
gas flow metex5), protected by the G0filter (4). Electrical sig-
e@]s generated by the sensors were transmitted to the signal con-

itioning unit, where they were selectively processibe follow-

49 operations were performed on the signals generated by the

in Fig. 2. Tests were carried out using a rig composed of folférmocouples: linearization, cold junction compensation, ampli-

copper pipe sections,=63.5 mm), joined together by ﬂangesfication). The resulting analog signals were further converted into
and screws. The last secti¢hO) was heated at the exterior overdigital signals by a DAQ card installed into a PC and recorded

its entire length with a uniform heat flux generated by a flexibl@ith an application developed in LabView. The characteristics and

Kapton heate(33.4()), and thermally insulated from the devel-accuracy of instruments used for experiments are summarized in
oping region(9) with Teflon gaskets and from the environmenilable 2.

Table 1 Porous medium characteristics

D L Porosity
(mm) (mm) Rp e (percent)
Porous medium 1 25.4 10 0.4 97.9Large)
Porous medium 2 25.4 5 0.4 9MMedium)
Porous medium 3 25.4 2.5 0.4 96.6Small)
Porous medium 4 38.1 10 0.6 98.8Large)
Porous medium 5 38.1 5 0.6 98\8edium)
Porous medium 6 38.1 25 0.6 97.5Small)
Porous medium 7 50.8 10 0.8 99.1Large)
Porous medium 8 50.8 5 0.8 98\bedium)
Porous medium 9 50.8 25 0.8 97.8Small)
Porous medium 10 63.5 10 1.0 99.3Large)
Porous medium 11 63.5 5 1.0 98v&dium)
Porous medium 12 63.5 25 1.0 98.1Small)

3
m 5 e

11. Differential pressure transmitter

6. DC Power supply

1.Compressed air

2. Valve 7. Settling region (760 mm) 12. Signal conditioning unit
3. Pressure regulator 8. Straightener (120 mm) 13. Thermocouples
4. Filter 9. Developing region (260 mm)  14. Ammeter

5. Gas flow meter 10. Heated section (500 mm)

Fig. 2 Experimental setup

Journal of Heat Transfer

Tests were carried out for all porous media manufactured, at
different mass flow rates of air and for the same power input 13.26
W. The procedure followed during each experiment is as follows.
A constant power input was supplied and the mass flow rate was
adjusted so that the initial value of the Re number was around
1000. The temperature of the air, the temperatures along the
heated section, the mass flow rate of air as well as the pressure
drop were continuously monitored, with a scanning frequency of
1200 Hz. Usually an initial period of approximately 3—4 hours
was required before reaching steady-state conditioossidered
to be attained, when the temperatures along the pipe didn’t vary
with more than+0.3°C within a period of about 2 minutesTo
effectively remove the noise specific to each sensor as well as the
noise induced in the electric wires by the surrounding electromag-
netic fields, each data point acquired was obtained by averaging
300 discrete values acquired with the above mentioned frequency
of 1200 Hz. After collecting a set of data at steady-state condi-
tions, the mass flow rate of air was increased so that the next value
of the Re number differed from the previous one by about 250
units. A new set of data was collected when steady-state condi-
tions were reached again, usually within a period of approxi-
mately 30 minutes. That is, the mass flow rate of air was increased
progressively until a maximum valu@imited by the source of
compressed ainf Re~4500 was reached.

Heat losses from the heated sect{@0) to the adjacent section
(9) by conduction, to the atmosphere by radiation and natural
convection were accounted for by performing separate experimen-
tal tests for each porous medium. The procedure followed in this
case is as follows. Small amounts of heat were supplied by the
electrical heater without having air flowing inside the rig. After
reaching steady-state conditions, temperatures along the heated
surface were recorded and averaged. The heat input supplied was
considered to be the same as the heat losses that occur during
forced convection. This assumption holds as long as the tempera-
ture potential between the heated sectib) and the ambient air,
driving the above mentioned phenomena, is the same. In the
present study the temperature of the compressed air was very
close to the ambient temperature in the room. Hence, by doing a
least-square fit, heat losses were expressed as functions of the
average temperature of the heated surface. The coefficients re-
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Table 2 Instrumentation used for data acquisition

Characteristics Manufacturer
FMA-1600 Mass Flow Meter Accuracyt1% Omega
SCXI-1000 Chassis National Instruments
SCXI-1328 High Accuracy Accuracy:
Isothermal Terminal Block +5% (15—30°C) National Instruments
SCXI-1125 8-Channel Isolated Offset error:+=1.5mV/gain National Instruments
Analog Input Module Gain error:=0.03%
PX277 Differential Pressure Accuracy: 1% Omega
Transmitters with Field
Selectable Ranges
SA1-K Thermocouples Accuracy: +0.3% Omega

sulted from the polynomial regression were updated every timeaserage temperature of the surface at two different Re numbers
new porous medium was tested and the heat losses were deduntedrded for the clear flow cag€ig. 4(a)) and the case of fully
from the heat input. filling the pipe with the porous material of porosity 98.1%ig.

In order to test the repeatability of the measurements, differefate)). The temperature drop due to the presence of the porous
sets of readings were collected on different days using the samaterial is about 16°C at a Re of about 1000 and 18°C for a Re of
porous medium 1Qsee Table 1). The results plotted in Fig. 3about 4500.
indicate that the maximum deviation between the two sets of dataFigures 5(ajand(b) present the length-averaged temperature of

is less than 5%. the surface and length-averaged Nusselt number, respectively. The
length-averaged values were obtained by averaging the local val-
3 Results and Discussion ues of the corresponding parameters. The local convective heat

. transfer coefficient was calculated using the following equation:
Figures 4 present the surface temperatures measured on section

(10) at the above specified axial positions, as well as the tempera- q”
ture of the air at the inlet of sectidi0) at steady state conditions h(x)= IO —To0] €H)
for various Re and different porous media. It can be seen that the s m
temperatures of the surface increase with the increase in the ayi@kere the local mean thermodynamic temperature of the air was
position for a fixed value of Re and decrease with the increasedaducted from an energy balance over an elementary control vol-
Re. ume|[7] located at an axial distance

A careful examination of the cases when a porous medium was

inserted in the core of sectiofl0) (Figs. 4(b-e)) in comparison q"(7Dy)

with the clear flow caséFig. 4(a)) reveals that a more uniform Trn(X)=Tin+ mcp X @
temperature distribution along the pipe surface is achieved with

higher Re and higheRp. Hence, the local values for the Nusselt number were computed

It is well established that the local Nu number for a thermallising the following relation:
fully developed laminar flow in a pipe subjected to a constant heat
flux is 4.36. In the present experiment, the thermally fully devel- Nu(x) = h(x)Dp ®)
oped condition was not satisfied, since the minimum value of the k
local Nu number recorded for the clear flow ca&e=1002)at . .
the position of the 5th thermocouple, was 5.73. It should be men-Comparing the length-averaged Nusselt number corresponding
tioned that the nature of the present experimental study is to coffi-the Porous media with the same porous rétip (Fig. 5(b)) it
pare the rate of heat transfer obtained with and without poroG&n P seen that a small decrease in porosity doesn't influence the
materials. rate of heat transfer wheRp=0.4 andRp=0.6. But this is not

An evaluation of the potential of the porous material to enhandge case foer_:0.8_an_d_Rp:_l.O Wher_e a small decrea_se n
the rate of heat transfer between the surface of the heated sechBPSIY results in a significant increase infMihge The variation

10) and the air flowina inside it be d b ing thid porosity for the case wher@p=1.0 has a much stronger in-
(10) and the air flowing inside it can be done by comparing #uence upon Nijeragethan the other cases due to the additional

heat transfer by conduction resulted from the contact between the
pipe surface and the porous medium. Wh®p decreases to 0.8
607 Rp=1.0, Porosity=99.3% the increase in the value of Ni.geWith the decrease in porosity
] is due to a channeling effect. A decrease in porosity translates into
a poorer capability of the fluid to penetrate through the porous
] medium; hence the fluid tends to flow in the annular channel,
o 501 I which is created between the cylindrical porous medium and the
< -f interior surface of the pipe, at higher velocities due to the reduc-
k) 3 tion in the cross sectional area available for fluid flow. This effect
o [} T can be observed by studying the axial velocity profiles obtained
= 401 H P H by employing a numerical simulation, as described by Mohamad
| LRS S¢S

551 n Day 1
] Day 2

] [3] and Al-Nimr [1]. Besides the channeling effect, which causes
357 a flow redistribution, another factor that can be reasoned to en-
hance heat transfer is the radiative heat transfer occurring between
— 5008 3000 40005300 the pipe sgrface and the porous m_edlum placed in the core of t_he
Re pipe. In this case a smaller porosity would be more desirable in
order to increase the radiative heat transfer.
Fig. 3 Repeatability test Figures 5(a)and (b) also illustrate the strong effect the porous
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Fig. 4 Temperatures recorded: (a) clear flow case; (b) porous medium 2; (c) porous medium 6; (d) porous medium 9; and (e)
porous medium 12

medium ratioRp has on enhancing heat transfer. By comparingue in comparison with the porous medium wip=0.8 and

the NuyerageCUrves obtained witiR p=0.4, 0.6, 0.8, and 1.0 with porosity 98.6% starting with Re numbers corresponding to the
the clear flow case it can be concluded that higher heat transfeginning of the turbulent flow regime.

rates can be achieved by increasRg culminating with the case It should be mentioned that increasing R&g. 5(b)), which

of a fully porous channel. It is also worth noticing that the porousanslates into higher flow rates, results in higher heat transfer
medium withRp= 1.0 and largest porosity 99.3% is less effectiveates regardless of the value of porosity and porous material ratio.
in enhancing the rate of heat transfer than the porous medium withHeat transfer enhancement also arises from the modification of
Rp=0.8 and porosity 97.8% starting with Re numbers correhe thermal conductivity of the medium inside the pipe, as it was
sponding to the transient flow regime. The same observationailso mentioned by other authof$,3]. For the clear flow case
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Fig. 5 Experimental data: (a) length-averaged temperature of the heated section; (b) length-averaged Nusselt number; and  (¢)
pressure drop

thermal conductivity of the medium inside the pipe is that of thbetween the surface of a pipe heated with a constant and uniform
air, which is very smallabout 0.026 W/mIK but when an alumi- heat flux and the air flowing inside it. The following conclusions
num porous medium is employed the resulting effective thermaday be drawn:
conductivity is increased. The magnitude of this increase dependdieat transfer enhancement can be achieved using porous inserts
on porosity. whose diameter approach the diameter of the pipe. For a constant

An important factor that has to be considered when employirdiameter, further improvement can be attained by using a porous
porous media for the purpose of enhancing heat transfer is tiheert with a smaller porosity. Care should be exercised since both
penalty arising from the increased pressure drop. Figsede-
sents the pressure drops measured over the experimentally tested
porous media at different Re. As expected the largest pressure
drops correspond to the cases that offer the best thermal perfor-
mance, hamelRp=0.8 andRp=1.0.

The results showing the influence of porous materials on tl
rate of heat transfer and pressure drop are presented in Figs. 6 -
7. Figure 6 presents the percentage increase in the value of g;:gz:f:;fzny
Nusselt number in comparison with the clear flow case. For ea_ o Porosity *
Rp, the minimum and maximum increases correspond to the lov |
est and highest Re, respectively. Figure 7 shows the pressure ¢
recorded for all cases, the previous observations regarding -
minimum and maximum values being the same.

Min Max Min Max Min Max Min Max
H Rp=0.4 Rp=0.6 Rp=0.8 Rp=1.0
4 Conclusions &

This study presents an experimental investigation of the poteFig. 6 Evaluation of the improvement in Nu number generated
tial of porous inserts to enhance the rate of heat transfer occurringeach porous medium in comparison with the clear flow case
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Re = Reynolds numbepu,D,/u

Rp = ratio of the porous material,rg/D

= radius of the porous material

T, = temperature of the air at the inlet of the heated sec-
tion (10)

T, = local mean thermodynamic temperature of the air

T = local temperature measured on the heated section

PRESSURE DROP [Pa]

it Large Porosity
# Medium Porosity
= Small Porosity

01 o2 01 (10)

AR ST LR x = axial position measured from the beginning of the

Min  Max Min Max Min Max Min Max Min Max heated sectioif10)

Noporous  Rp=0.4 Rp=0.6 Rp=0.8 Rp=1.0 Greek Symbols

€ = porosity
Fig. 7 Eva_luation of the hydrodynamic performance of each u = dynamic viscosity of the fluid
porous medium p = fluid density
Subscripts

of these two parameters, namely porosity and diameter, have a e = effective

positive influence upon heat transfer and negative impact on pres- f = fluid

sure drop, consequently on the pumping power. s = surface
The main mechanisms reasoned to be the basis for the heatsm = solid matrix

transfer enhancement when using porous materials are as follows:

flow redistribution(flow channeling), thermal conductivity modi- References
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Effect of Squealer Geometry on
Tip Flow and Heat Transfer for a
Turbine Blade in a Low Speed
Cascade

A detailed investigation on the effect of squealer geometries on the blade tip leakage flow

Vikrant Saxena and associated heat transfer is presented for a scaled up high pressure turbine blade in a
) low-speed wind tunnel facility. The linear cascade is made of four blades with the two
Srinath V. Ekkad corner blades acting as guides. The tip profile of a first stage rotor blade is used to
e-mail: ekkad@me.Isu.edu fabricate the two-dimensional blade. The wind tunnel accommodates an 116° turn for the
blade cascade. The mainstream Reynolds number based on the axial chord length based
Mechanical Engineering Department, on cascade exit velocity is 4.83L0°. An upstream wake effect is simulated with a spoked
Louisiana State University, wheel wake generator placed upstream of the cascade. A turbulence grid placed even
Baton Rouge, LA 70803 farther upstream generates a free-stream turbulence of 4.8%. The center blade has a tip

clearance gap of 1.56% with respect to the blade span. Static pressure measurements are
obtained on the blade surface and the shroud. Results show that the presence of the
squealer alters the tip gap flow field significantly and produces lower overall heat transfer
coefficients. The effects of different squealer arrangements are basically to study the effect
of squealer rim placement on tip leakage flow and associated heat transfer. Detailed heat
transfer measurements are obtained using a steady state liquid crystal technique. The
effect of periodic unsteady wake effect is also investigated by varying the wake Strouhal
number from 8-0.4. Results show that suction side squealers may be favorable in terms of
overall reduction in heat transfer coefficients over the tip surface. However, the presence
of a full squealer is most beneficial in terms of reducing overall heat load on the tip
surface. There is reasonable effect of wake induced periodicity on tip heat
transfer. [DOI: 10.1115/1.1777580

Introduction incident angle and the blade tip gap height. Kaiser and Bifign

Turbine blade tip heat transfer has been a strong focus of |H\_/estlgated various eff.ects.on tip leakage flow and associated
oing studies recently. Turbine blade tips are exposed to a preossises In a rotating turblng na.
9 . ) . . Mayle and Metzge(6] investigated heat transfer on a two-
sure driven leakage flow across the tip from the pressure S|dedt|0

the suction side of the blade. The leakage flow cannot be eli _mensional_rectangular tip with rotating ?”d stati_onary shroud.
nated due to a required clearance between the rotating bladen%lhgy established that the effects of relative motion between a

- ) ade Blite model and the shroud have negligible effects on heat trans-
the stationary casing or shroud. The leakage flow causes high hf%? data. Metzger et a[7] and Chyu et al[8] investigated the
load to the tip region and leads to oxidation and cracking resultinegf ' ;

in _significant losses to overall power and efficiency. Th.%lade tip model. It was determined that tip heat transfer was re-

“squealer” tip where an outer rim extends along the blade ti . .

edge causing the tip surface to act as a labyrinth seal is one of uecedl unt(_jer the prteseCcekof affavny. Thedcaw;[jy S'?;utlﬁteg ﬂ;ﬁ

efforts focused on designing the blade tip region to reduce Ieakars%(%euer;d Zgllp gfome ry. Leakage flow was reduced until the dep

flow and thus reduce overall heat load and delay failure initiation ached>/W=0.2. . . .
Metzger et al[9] measured tip heat flux on a rotating turbine

Fr:i?wﬁgsssés-rii]Zéllﬂ)egﬁsotmhgt;l)g\lj called “squealer” in industry teFi_g using multiple heat flux sensors. Yang and Dil[@0] made

Bindon [1] and Morphis and Bindofi2] studied tip clearance discrete point measurement§ on the f[lp of a_blade in a linear cas-
%(_je under blowdown conditions using a single heat flux gage.

loss, using a linear cascade under low-speed conditions, and CEunker et al[11] published the first study with detailed blade tip

ects of varying the recess depth on the tip heat transfer of a

cluded that the losses varied linearly with gap size. Using stafic

. . . eat transfer measurements on actual blade tips. The measure-
pressure measurements and flow visualization, Bindon observe 2 . p .
%nts were made for a first stage power generation blade using a

separation bubble on the blade pressure edge that mixes witfl! A : i
high-speed leakage jet induced at mid-chord. The leakage fl \%aady state liquid crystal technique. They varied the curvature of

was defined as sink-like flow on the pressure side and source-li ¢ blade tip edgesounded and shaypThey found that the blade

flow on the suction side of the blade. Yaras ef 3].also observed Wﬁh a tip edg_e_ radius had greater leakage flow and hlghe_r heat
aensfer coefficients. Bunkeret dl11] also reported that an in-

. . r
the presence of a separation bubble away from the leading eézgease in free stream turbulence intensity increased the heat trans-

and concluded that flow towards the leading edge had little effect -
) ) ; & coefficient. The authors observed an area of low heat transfer
on overall losses. In Yaras’ study, a high-speed test rig was us?

' " oward the blade leading edge, referred to as the sweet spot.
Yamamoto[4] also found that leakage vortices were sensitive tRmeri and Bunkef12] us%d CgFD simulations to reproduce thg

. o o results for the same blade geometry shown by Bunker ¢iLa).
Contributed by the Heat Transfer Division for publication in th®URNAL OF Th luded that th ti f iodic fl . lid
HEAT TRANSFER Manuscript received by the Heat Transfer Division June 2, 2003, e_y concluae atthe as_sump Ion or perio 'C_ ow was Invall
revision received May 4, 2004. Associate Editor: H. S. Lee. for tip heat transfer calculations because the entire passage had to
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Fig. 1 lllustration of the low-speed cascade

be modeled. Their numerical results for the radi used edge showfetent. Saxena et aJ24] presented detailed heat transfer coeffi-
better agreement with the experimental data than that of the shaipnt and pressure distributions over turbine blade tips in low-
edge. speed flow conditions. They studied the effect of cross-wise strips
Azad et al.[13] performed heat transfer investigation on bladen tip flow and heat transfer. They oriented the trips in different
tips in which three different tip clearance gapgH=1, 1.5, directions with respect to the leakage flow and indicated that
2.5%)were used. They used a GE-Engine blade and a cascadeslight reductions in heat transfer were observed for trips placed
inlet total-to-outlet static pressure ratio of 1.2 in a five-blade caggainst the leakage flow direction compared to the plain tip. This
cade. They measured heat transfer coefficients using a transigntly is a continuation of the study by Saxena ef24] and uses
liquid crystal technique. The results of this experiment showdhe same experimental test rig and technique.
that a larger gap causes higher heat transfer coefficient on the tipThe present study focuses on different squealer geometries that
A second study by Azad et dl14] investigated the effects of a provide an understanding of the placement of squealer rim and
recessed tip®/H=3.77%) on the heat transfer coefficient. It wagheir effect on leakage flow and associated heat transfer. The re-
determined that the squealer tip produced a lower overall heatlts indicate the effectiveness of single squealers with respect to
transfer coefficient compared to the plain tip. The squealer redidl squealers. Detailed heat transfer measurements are obtained
rected the airflow over the tip forcing the flow to move from theising the steady-state liquid crystal technique. The HSI based
leading edge pressure side to the trailing edge suction side. technique is described in detail by Camci et[@5]. A typical
Bunker and Bailey15]and Azad et al[16] examined the dif- high-pressure turbine blade was used in a four-blade linear cas-
ferent squealer geometries for reducing tip leakage flow and assede. Heat transfer measurements are presented for different
ciated heat transfer, including single and double squealers. T¢guealer arrangements for one tip gap clearance of 1.56% of the
single squealer was a thin extension running from tip to tail, Id3lade span(20.32 cm). The effect of unsteady wake and free-
cated on the camber line, pressure edge or suction edge. Btieam turbulence is investigated for each of the proposed tip ge-
double squealer consists of two strips: a full perimeter strip, @metry.
pressure side strip from tip to tail and a short chord strip, and a
suction side strip from tip to tail and a short chord strip. Th .
single squealer produced lower heat transfer coefficients on the%éperlmental Setup
than the double squealers. The mid-chord squealer and the suctioA schematic of the experimental setup is shown in Fig. 1. The
side squealers produced the best leakage reduction and heat tragsd-setup consists of a suction type blower, a low-speed wind
fer. Recently, Dunn and Haldem#h7] presented time averagedtunnel with an inlet-nozzle. Three screens are inserted at the inlet
heat flux measurements on a recessed tip, the lip of the recessud exit of the nozzle section to help reduce and breakdown the
a rotating blade in a full-scale rotating stage at transonic vane elditge-scale turbulence entering the wind tunnel. The wind tunnel
conditions. Nasir et al.18] studied the effect of partial squealersis designed to accommodate the turning angle of the blade cas-
on heat transfer over a blade tip in a blowdown tunnel. Thegade. The flow turning angle for the cascade is 116°. The flow
indicated that the suction side squealer placement was as effecpasses through a rectangular section where a turbulence grid can
as a full squealer. Pressure side squealers cause highly accelerageithserted to increase the free-stream turbulence approaching the
flow separation and reattachment resulting in higher heat transfeur-blade linear cascade. The turbulence grid is placed 46.67-cm
coefficients on the tip that are higher than the plain tip. upstream of the cascade leading edge. The grid is made of
There have been several studies that have focused on the efe86-mm thick circular rods arranged in a cross-bar fashion with a
of periodic unsteady wakes on linear cascaflE3-2(0. Wittig spacing of 25.4-mm between the rods in both directions. A
et al.[21] and Han et al[22] focused on the blade surface heaspoked-wheel wake generator similar to previous studiés-23
transfer under the effect of periodic unsteady wakes. These eadyused to generate the periodic unsteady flow simulating rotor-
studies simulated rotor-stator interactions with an upstream rotatator interaction on the cascade and is 17.15-cm upstream of the
ing rod wake generator. This technique has been accepted aslaale cascade. The wake generator has 32 rods, each 0.63 cm in
solution to simulating upstream unsteady wake effects on bladéiameter simulating the upstream trailing edge of the guide vane.
in low-speed cascades. Teng et [#3] presented detailed heatThe wake Strouhal number can be adjusted by adjusting the rotat-
transfer coefficient distributions on a large-scale blade tip witihg speed of the rods using a frequency controller. The cascade
different tip gaps. The effect of unsteady wake on tip heat transfiatet velocity can be varied using a frequency controller for the
was investigated. They concluded that a reduced tip clearance dgégwer to adjust the required inlet velocity for different inlet flow
produces lesser effect of the upstream unsteady wake thereby mmaditions.
ducing lower heat transfer coefficients. However, they did not The cascade has four< scaled up blades with an axial chord
investigate the effects of squealer geometries under unstedelygth of 12-cm, span of 20.32-cm, and blade spacing of 19.06-cm
wake effects. Also, they used the mid-span section of the bladeabcascade inlet. The two end blades form the outer edge of the
simulate the leakage flow and not the tip section. This can producascade guide the flow through the middle three passages. One of
nontypical leakage flow over the tip compared to the tip secticdhe middle blades serves as the test blade. The blade can be inter-
because the pressure distribution around the blade surface is difanged to obtain pressure or heat transfer measurements. The test
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Fig. 2 (a) Heat transfer blade; and (b) pressure blade and shroud taps.

blade is the only blade that has a tip gap clearance. All the bladéds. Case 5 is the baseline full squealer case where the rim covers
are machined out of plexiglass. The blade shapes were cut outltd entire edge of the tips surface. The tip gap above the squealer
5.04-cm thick plexiglass sheet and four cuts were stacked up aimd is maintained at 1.56% of the blade span.

glued together to obtain one blade for the cascade. The cascad& high-resolution RGB camera is placed right above the tip
inlet and exit velocity profile was monitored and the results shosurface of the heat transfer blade location. Lights are mounted on
uniform flow through the three passages. The uniform flow wdke frame that holds the camera in position. The RGB camera is
obtained by adjusting the tailboards behind the cascade. Figemnnected to a 24-bit color frame grabber board inside a PC. An
2(a) shows the heat transfer blade. The heat transfer blade is firsage processing software is used to capture and analyze the lig-
instrumented with a Kapton sheet, a resistance wire of knowaid crystal color images on the blade tips.

length was designed with a certain distribution and is attached to

the underneath of a thin copper pla@79 mm)using another pPrgcedure and Data Reduction

Kapton sheet. The wire is connected to an 110VAC source for

power. The liquid crystal sheet of known color ran@@80C5W) Liquid Crystal Calibration.  The first step in the experimen-
with red beginning at 30°C and a bandwidth of 5°C was thet@l procedure is to calibrate the liquid crystal color to tempera-
glued to the top of the copper plate. The heater system providides. The calibration was done in-situ with a thermocouple placed
an almost uniform heat flux on the blade tip. The regions along tie& the liquid crystal sheet. The camera was focused on the region
blade edges may produce some non-uniformities although they areund the thermocouple. The liquid crystal sheet was heated by
not visible during the tests.

Figure 2() shows the test blade with surface pressure taps of
diameter of 1.59 mm. Pressure taps were drilled on the blade
surface at 60% span and 90% span to measure the static pressur '
distributions on the blade surface at different span locations. Static | T
pressure taps were also drilled on the shroud of the blade as P
shown in Fig. 2. The shroud pressure distributions were obtained
to characterize the leakage flows with different tip sealing geom-
etries. Each static pressure tap was connected to a 32-channe =
NetScanner system from Pressure Systems, Inc with rigid tubing | I
in the hole and to the system using flexible tubes.

Figure 3 presents the five squealer geometry cases studied. The
squealer rims are made of cork strips that are attached to the tip )
surface using adhesive. The cork material is nonconductlng so /7 f .
there is no heat loss through the extended rims. Case 1 is the plalr, F o &
tip case with the tip clearance at 1.56%. Case 2 is the suction side *
squealer where the rirt0.32 cm)exists only on the suction side a4
edge of the tip. Case 3 is the pressure side squealer where the rin
exists only on the pressure side rim. Case 4 is the camberline
squealer where the rim exists along the camberline of the tip pro- Fig. 3 Different squealer tip geometries studied
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turning on the heater underneath the sheet. The heater temperatur '8 0 0.005 0.01 0.015 0.02
was slowly increased by about 0.2°C and allowed to come to 30
steady state. In the HSI method, the color signal is broken into . ,; S04-NG
three components, Hue, Saturation, and Intensity. These three cong ,, B
tribute to the color signal as a combination of the three base col- ,g 21 {2
ors, Red, Green, and Blue. The Hue of the color was recorded by g 18 ) B
the image processing unit through an inbuilt macro and the tem- =

perature was measured using a temperature recorder. The Hue o ® o 0.005 0.01 0.015 0.02
the color was then plotted against the temperature to obtain the
calibration curve. Camci et dl23] provide a detailed description

of Hue-based liquid crystal measurement technique. A Hue- Fig.5 Velocity signature for the four flow conditions
Temperature relationship is obtained from the curve. Figure 4

shows the temperature vs. hue curve. This relationship for the

present set-up is given as

Time (sec)

uncertainty in Hue measurement, the Hue-temperature relation,
Temperature.047 Hue +28.619 free-stream temperature measurement, and heat flux input, and
loss estimation affect the heat transfer coefficient measurement.

Heat Transfer Experiment. The camera is focused on theThe individual uncertainties are listed below:

test surface. The suction blower is turned on to start the main- Voltage measurement¥): +2.5%
stream flow through the cascade. Once the flow is steady, the Current measurements)( +2%
heater is turned on using an electrical supply and a variac. The Mainstream Temperaturer(): +1°C
variac is used to control the current and voltage into the heating \';'VUﬁ _rpeasure?qen_((ia-lsje): fi"g’c
wire. The heater wire h h r pl nd th rvvall Temperature {,): =1

e. The heate e heats up the copper plate and the coppe Area measurementg\lj: 10

plate heats up the liquid crystal layer. The heat flux is increased
till most of the blade is either green or red. The Hue calibration is
not very reliable in the blue color range as the curve tends
plateau with increasing temperature. To avoid this, color chan
are limited to red and green. Once the surface is mostly green,
heat flux is maintained constant till the test surface achiev d . L
steady state. This typically takes about 30—45 minutes. The im lateral conduction causes “On'un'fom.‘ h.eat flux re.sultln.g In
is then captured and the local Hue values are obtained at ev her errors. However, when a squealer rim is used, this region is

pixel on the blade tip surface. The Hue is then converted to tg"g ered by cork material and no results are presented. Similarly
R i i i | <0,
local surface temperature using the above hue-temperature rel > experimental uncertainty in pressure measurement0i2%

: . i i iS50
tion. The wall surface heat flux is calculated from the knowA"d i the velocity measurementsis%.
voltage and current and the blade tip surface area. The local heat

(machining tolerance

I&erefore, the average experimental uncertainties in the measure-
gnt of local heat transfer coefficient calculated based on Kline
Qd McClintock[26]is +6.54 %. However, near the edges of the

transfer coefficient is calculated from the relation: Results and Discussion
Quiec— Ainss Flow Measurements. The free-stream velocity at cascade in-
h= T To) ! let is 23 m/s and 58 m/s at the cascade exit. The cascade Reynolds
W o

number based on axial chord length and cascade exit velocity is

whereql..is the applied electrical power per unit area, afidis  4.83x10°. Four different flow conditions were studied for each
the losses due to conduction, natural convection, and radiatioip. geometry. The no grid, no wake case has a baseline turbulence
This was estimated to be about 6% of the applied heat flux ovietensity of around 1.4% and the upstream grid produces a turbu-
the entire tip surface. Heat loss was estimated by running tlence intensity of 4.9% upstream of the cascade. Two different
heater without air flow and making surface temperature measuveake generator rotational speeds produce wake Strouhal numbers
ments for different heat flux ratings. The local wall temperaturef 0.2 and 0.4. Figure 5 shows the velocity signature from four
T, is calculated from the local hue measurement andis the flow conditions. A TSI hot wire system was used with a probe
oncoming free-stream temperature measured upstream of thedel 1260A-T15 for the velocity and turbulence measurements.
cascade. The baseline case with no wake and no gN&V-NG) produced a

The experimental uncertainties in the local heat transfer coeffirbulence intensity of 1.4%. The turbulence intensity with the no
cient measurement are calculated with 95% confid¢@d¢ The wake and turbulence gridNW-WG) was 4.8%. With the unsteady
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Table 1 List of flow conditions ._-.

I! e om oons 902 o 008 UJ!" 0Da poss

Wake
Flow Turbulence Strouhal
condition Rods Grid Intensity No. (S)
NW-NG No No 1.4% 0
NW-WG No Yes 4.8% 0
S02-NG Yes No 1.4% 0.2
S04-NG Yes No 1.4% 0.4
S04-WG Yes Yes 4.8% 0.4

."_. 'xe 'x ‘-:-,

WRLHG HWLWG S0 S-WTG

wake superimposed on the grid, the periodicity of the wake pa
ing is clearly evident. For the case with Strouhal number of 0.
the wake passing period is 0.007 seconds. The case for the Strou-
hal number of 0.4 produces half the wake passing perio® of
=0.2 as expected. The periodicity for the passing wake is cleajr%

i9. 7 Static pressure distributions  {(P,-P)/ P,} on the shroud
r the plain tip under different flow conditions

rface. The flow accelerates from the leading edge to 0.45C on
e suction surface and then decelerates towards the trailing edge.
‘Figure 7 presents the normalized dynamic pressure distributions

Pressure Measurements. The flow in all the three blade pas-{(P-Ps)/P;} on the shroud for the plain tip with four different
sages were equalized by repositioning the tailboards behind flamv conditions. The presence of wake appears to show little ef-
cascade. The tailboards were adjusted till the leading edge veldeit on the shroud pressure distributions. However, the presence
ties were uniform for all the three passages. Velocities were mea-grid-generated turbulence appears to reduce the low pressure
sured using a pitot probe traversing across the inlet line of thegion in the middle of the blade due to increased mixing.
cascade. Figure 6 presents the surface normalized static pressufégure 8 presents the shroud pressure distributions for various
distributions{P¢/P;} for the test blade at 60% and 90% sparip geometries. The pressure distributions clearly show that the
locations versus the axial distance normalized with axial chotelast pressure drop is obtained for the geometry with the suction
length (x/c). The static pressure measurements were used to cgile squealefcase 2). All the other cases show a large low-
culate the local dynamic pressure for three different flow condpressure zone in the middle of the tip surface. The pressure side
tions. Results show that the upstream flow condition, whetheguealer(case 3)shows almost similar pressure gradients as the
wake or grid, does not affect the static pressure distributions pkain tip (case 1l)indicating that it may not be providing much
the blade surface significantly. This is true at both span locationigsistance to the leakage flow. The other squealer geometries show
The pressure side shows almost uniform pressure over the enlineer pressure gradients than the plain tip.
surface. The lowest pressure occurs around 0.45C on the suctiop| . .

eat Transfer Measurements. Figure 9 presents detailed

evident from the velocity signatures. Table 1 summarizes the fl
conditions and the associated turbulence intensity for each ca

heat transfer distributions for the plain tip under different up-
stream flow conditions. The baseline case is the no wake, no grid
case with a low turbulence intensity of 1.4%. For this condition,

- heat transfer coefficient is highest along the blade tip trailing edge
ENW-NG . J | : .
0_99£. l AN NN ] ASNG region. The lowest heat transfer coefficients are obtained in the
P ¥ | ewsvs middle of the leading edge region. This region of low heat transfer
08 | Leakage flow was observed by previous studies. Bunker and BdilEy] re-
Ry ’ direction ferred to it as the “sweet spot.” From the pressure distributions on
i b g the shroud(Fig. 8), it is clear that bulk of the leakage flow will
& 097 g st . Kag .
] follow the line along the strongest pressure gradient across the tip
<4 . . . . .
09 F g $ which is downstream of the leading edge region aroXic
’ ‘ ﬁ =0.4-0.5. Further downstream, the heat transfer coefficient is
0% | ‘ ‘ higher due to highly accelerated flow over the tip. With a change
’ 60% Span in mainstream flow condition, the high heat transfer region seems
004 . . . . to be unaffected. However, the sweet spot region sees higher heat
’ transfer coefficients. It can be summarized that the increase in
1 - free-stream turbulence enhances heat transfer closer to the leading
ﬁ' Vil ' f‘“%“gg edge due to increased mixing caused by the introduction of the
0w ¥ 1 RERN pesei grid and wake into the flow.
o rvor) I | [ 1 |
RS T
097 . gatt
r A ‘ ‘ 1 \
0ss | 1 \ |
i i 0%Span
Q% T O N B fpe Yo T Sy, PRI DU CO ekl \
0 02 04 06 08 1
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Fig. 6 Surface pressure distributions on the test blade at dif- Fig. 8 Static pressure distributions  {(P;Ps)/ P;} on the shroud
ferent span locations for all the different tip configurations
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Figure 10 compares the heat transfer coefficient distributions « s — — — . -,
the tip for all the different tip geometry configurations for the ol
baseline flow condition of no wake, no grid. The scale for he:¢  ##s T T T T
Flals aip

transfer coefficients is on the right side of the cases. For tt i - Cambadling aynssker
squealer geometries, there are no measurements on the rim : i [ i
faces. It is expected that the heat transfer coefficients on the r
itself will be significantly higher than the tip surface. This may o
cause the overall average heat transfer over the tip surface incli d
ing the rim surface area to be higher than measured. However, | ey e Fi
increase in surface area and reduced leakage flow can reduce R e
enhancement due to the presence of rims. Also, these rims can
expendable pieces that can be brazed on the surface after sev
hours of operating and thus protecting the actual tip from loss
material.

The suction side squealer produces lower heat transfer coe
cients over the entire tip surface. For this case, the blockage is 5 Plsia iip
affecting the leakage flow till the flow reaches the suction sid T e P
rim. This causes the leakage flow to enter the tip gap and mo  =u¢ = o =
along the tip towards the trailing edge causing slightly higher "
values at the trailing edge. Pressure side squealer produth . . [ o 4]
slightly similar heat transfer coefficients on the leading edge i e
compared to baseline case. Because of the squealer on the p e
sure side, the leakage flow finds an obstruction at starting whit 200 = e . At A m— — — ]
causes detachment of this flow over the blade tip. This in tui

reduces the heat transfer coefficient over the tip along the leadi i i i i . :
edge. For the camberline squealer, due to the presence of L Ty xie 0 k5 :
squealer at the mean camberline the leakage flow finds an obstr... 14

tion that causes bifurcation of leakage flow. This causes even ley- c ¢ berline h tor f h

els of heat transfer coefficients on both sides of the squealer. TH& 11 Comparison of camberline heat transfer for eac

full squealer produces lowest heat transfer coefficients over t Uealer tip with the plain tip:  (a) suction side squealer;  (b)
A . - ssure side squealer; (c) camberline squealer; and  (d) full

entire tip surface as compared to all the tip geometries proposeghealer.

This is because the groove or cavity acts as a labyrinth seal to

increase the resistance to the flow and thus reduces the leakage

flow and the associated heat transfer. There is some flow attach-

ment near the leading edge but the weaker leakage flow reducegigure 11 presents the local heat transfer coefficients along the

overall heat transfer.

al
\

7]

4

Cmnd

Fig. 10 Detailed heat transfer coefficient distributions for dif-

ferent tip configurations

Journal of Heat Transfer

camberline for each squealer geometry and compares the case
with the baseline plain tip case. The suction side squéedese 5)
produces lower heat transfer coefficients over the entire tip sur-
face as compared to baseline tip as seen in Fig. 10. The pressure
gradient across the tip is lowest, which indicates that leakage flow
may be reduced. In this case, flow has similar condition to the
plain tip with more clearance gap until it reaches suction side
where it sees the suction side partial squealer. This squealer causes
the detachment of the flow at the suction side of the tip. This
reduces the tip heat transfer coefficient especially in the trailing
edge region compared to other tip geometries.

The pressure side squealer produces slightly similar heat trans-
fer coefficients on the leading edge as compared to baseline case
as seen in Fig. 10. Because of the squealer on the pressure side,

AUGUST 2004, Vol. 126 / 551
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along the pressure side rim and suction side rims resulting in the
even heat transfer from leading edge to trailing edge on both sides
of the squealer.

Conclusions

A systematic investigation of the use of squealer tips and their
effects on flow and heat transfer over a turbine blade tip in a low
speed cascade was performed. A Hue-based steady state liquid
crystal technique was used to make detailed heat transfer coeffi-
cient measurements. Several squealer tips were investigated for
leakage flow and associated heat transfer characteristics. Results
show that the full squealer produces reduced leakage flow and
lowest heat transfer coefficient over the tip compared to the other
cases. The suction side squealer also significantly reduces leakage
flow and heat transfer. However, the pressure side squealer is al-
most similar to the plain tip and does not appear to reduce heat
transfer over the tip.

The effect of upstream flow condition with the presence of a
grid to generate free-stream turbulence of 4.8% and to simulate
passing wake due to upstream NGV trailing edge was also inves-
tigated. The presence of the wake and free-stream turbulence pro-
duced higher heat transfer coefficients on the plain tip. However,
the pressure side squealer and the camberline squealer show some
effect of upstream flow condition. Overall, it appears that the full
squealer performs the best in reducing overall heat transfer on the

tip.

(&)

Fig. 12 Detailed heat transfer distributions under various flow
conditions for different squealer geometries: (a) pressure side
squealer; and (b) camberline squealer.
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camberline, the leakage flow finds an obstruction that causes de-

tachment and bifurcation of this flow. But as the flow reattachegjomenclature

the flow gets accelerated as seen in Fig. 8, the pressure gradient
increases after the mean camberline squealer but this is lower
compared to baseline case. This causes the reduction in the heat
transfer coefficients on the trailing edge as compared to the base- D
line case. h

The full squealer produces lowest heat transfer coefficients over H
the entire tip surface as compared to all the tip geometries pro-HSI
posed. This is because the groove or cavity acts as a labyrinth seal N
to increase the resistance to the flow and thus reduces the leakage N
flow and the associated heat transfer. Because of the flow re- Ps
circulation in cavity, the heat transfer coefficient reduces 30-40% Pt
as compared to the baseline case that can be seen in Fig. 10.9"
Overall, it appears that the full squealer produces the largest re- Re
duction in heat transfer coefficients over the entire blade tip. = RGB

Figure 12 presents the effect of upstream flow condition on S
surface heat transfer coefficients over two different tip geometries. t
The suction side squealer and the full squealer cases did not showT,
any significant effect of the upstream flow condition on heat trans- T,
fer. For the pressure side squealer, the heat transfer coefficient isTu
almost similar inX/C=0.05-0.6 region as seen in Fig. 12. But V;
for X/IC=0.62—1.1, there is large increase in the heat transfer V,
coefficient with the introduction of grid and wake. Thus in this W
case, with the introduction of unsteady effects there is increase in X
the heat transfer coefficient along the trailing edge region.

For camberline squealer, with the introduction of grid and v
wake, there is large increase in the overall tip heat transfer coef-

= blade axial chord lengtfil2 cm)

wake rod diametefcm)

depth of squealer cavity from tip of rim
local heat transfer coefficient (W/K)

tip gap height

Hue-Saturation-Intensity

number of rods on wake generator

speed of rotating rodgpm)

local static pressure

total pressure at inlgatmospheric pressure

surface heat flux (W/R)

free-stream Reynolds numbev{Cy/v)
Red-Green-Blue

wake Strouhal number,22Ndn/(60/;)

tip clearance gap

mainstream temperature

local wall temperature

free-stream mean turbulence intensity at cascade inlet
cascade inlet velocitym/s)

cascade exit velocitym/s)

width of squealer cavity

streamwise distance from leading edge to trailing
edge

kinematic viscosity of inlet air

ficient over the entire tip region as seen in Fig. 12. Thus in thReferences
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The Effects of Nozzle Diameter on
Daeheeles § Impinging Jet Heat Transfer and
Jeonghoon Song Fll"d FIOW

Technology Innovation

Center for Automotive Parts, The effects of nozzle diameter on heat transfer and fluid flow are investigated for a round

School of Mechanical and Automotive turbulent jet impinging on a flat plate surface. The flow at the nozzle exit has a fully
Engineering, Inje University, 607, deyeloped \{elocity profile. A uniform heat flux boundary is created at the plate surface by

Obang-dong, Kimhae, Kyongnam 621-749 Korea using gold film Intrex, and liquid crystals are used to measure the plate surface tempera-

ture. The experiments are performed for the jet Reynolds number (Re) of 23,000, with a
dimensionless distance between the nozzle and plate sutfad¢ ranging from 2 to 14

Myeong Chan Jo and a nozzle diameter (d) ranging from 1.36 to 3.40 cm. The results show that the local

School of Mechanical and Automotive Nusselt numbers increase with the increasing nozzle diameter in the stagnation point
Enginesring, region corresponding to €r/d<0.5. This may be attributed to an increase in the jet

Inje University momentum and turbulence intensity level with the larger nozzle diameter, which results in

the heat transfer augmentation. In the mean time, the effect of the nozzle diameter on the
local Nusselt numbers is negligibly small at the wall jet region corresponding to r/d
>0.5. [DOI: 10.1115/1.1777583

1 Introduction mean velocity and turbulence intensity along the free jet center-

Impinaing iets areatly enhance heat and mass transfer and hIine are also measured. The experiments are carried out for the jet
pInging J 9 y e%/nolds number of Re23,000, the nozzle diameters aof

thus been widely used in a variety of engineering applicationg,l.%, 2.16, and 3.40 cm, and the dimensionless nozzle-to-

such as cooling hot steel plates, tempering glass, drying PaPEISiace distance randing frobfd=2 to 14
and films, cooling turbine blades and electronic components, an ging ’

the production of thin film transistor—liquid crystal diod€&-T-
LCDs). Previous studies on impinging jets have considered the
effects of multiple jets and of Reynolds number, nozzle to pla Test Apparatus
distance, nozzle geometry, jet temperature, target shape orienta-
tion, cross flow, surface shape of the flow, etc. A schematic diagram of the experimental apparatus is shown in

Several reviews and summary papers on impinging jet hé’_alg 1. It is nearly identical to the one used for the study by Lee
transfer have been published, including those by Maffi, et al-[11] except for the impinging surface geometry. Laboratory
Down and JameE2], Goldstein et al[3], and Viskantd4]. Most ~air, delivered by a 2 horsepower centrifugal blower, first enters a
of the previous impinging jet studies have considered only a fI&t35 ¢cm inner diameter copper pipe. This pipe section contains a
surface. Hoogendoorfb] used both a long straight pipe and across-f_low ht_eat gxc_hanger_, with water from a constant temperature
heat transfer at the stagnation point. Lee ef@].and Yan[7] aif _tem_perature so that the jet issuing _from the nozzle exit is
measured the heat transfer coefficient obtained from a fully devaintained to within+0.2°C of the ambient temperature. The
oped jet impinging on a flat plate, and Goldstein and Fran§Bétt COPPer pipe then connects to a 6.3 cm inner diameter cast acrylic
studied the heat transfer to a jet impinging on a plane surfaceP#€ With an ASME orifice plate flow meter. The mass flow rate of
different oblique angles. Lee and his colleagi@s11] researched the air through the pipe is determined from the pressure drop
the characteristics of heat transfer and fluid flow from an impin neasured across this orifice plate, using a MERIAM/34MB2-TM
ing jet on concave and convex plates, using liquid crystals fBicro-manometefwhich has an accuracy of0.001 cm of water
measure surface temperatures. differential pressure o

The literature survey shows some previous studies that deal-ocated 150 cm downstream end of the pipe is a smooth tran-
with the dependence of Nusselt number on nozzle diameter of §#{€0N Pipe, which connects to a smaller cast acrylic pipe. Three
impinging jet. Garimella and NenaydyKa2] studied the effect of different diametersd=1.36, 2.15, and 3.40 cnand lengths £
square-edged nozzle diameter and aspect ratio on the local Hed®: 125, and 197 cnof pipe are used to investigate the diam-
transfer from an impinging submerged and confined liquid jegter effect on heat transfer and fluid flow. These pipes have a
Womac et al.[13] used free and submerged circular liquid jef€velopment length-to-pipe diameter ratial of 58, and produce
having a uniform velocity profile and Steven and Wdh#]car- @ fully developed rc_Jund jet,_whlch impinges perpendlcularly upon
ried out the experiments with fully developed free liquid jet. The}eSt surface. The piston-cylinder type arrangement of the pipe sys-
all found that increasing the nozzle diameter for the same Ré§M permits the distance between the nozzle and the test surface to

nolds number resulted in an increase in stagnation point Nusgé Set to different valuevith an accuracy of=0.05 cmjup to a
number. maximum valuel of 48 cm.

The present study is undertaken to investigate the effects of! h€ jet temperature is measured using a thermocouple, which is
nozzle diameter on impinging jet heat transfer and fluid floygonstructed of 0.025 cm diameter Chromel-Alumel thermocouple
Local Nusselt numbers are determined for a submerged air J¥f€ and placed in the air stream at a location 10 cm upstream

issuing from a long straight, circular pipe. The distributions of th&0m the nozzle exit. Three thermocouples of the same type and
gauge are used to measure the ambient temperature. The signal

Contributed by the Heat Transfer Division for publication in tt®UBNAL OF produced by each of these thermocouples IS vaulred using a data

HEAT TRANSFER Manuscript received by the Heat Transfer Division August 21,a‘3qIJiSition .SyStemv which ConSiSts of Strawberry Tree/Data
2003; revision received December 16, 2003. Associate Editor: J. H. Lienhard V. Shuttle 12-bit A/D board and Pentium PC computer. Each thermo-
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qull g éf{y;; {ﬂt __7£ Sious Su‘;’l;:{:ng Table 1 Nusselt number uncertainty analysis
Gold-film Intrex 1 Insulation ) ) 8X; N
Plexiglas Plate \\_’ \\4 Xi value X (N ;xi )X 100(%)
Orifice \ 1d=0 5.0
Plate \ f 1 0.02 2.00 2.00
Tw 35.5(°C) 0.20 1.44 1.43
'S 1] . L T 21.5; 21.4(°C) 0.15 1.04 0.95
o ¥4 Jet Flow—» e 0 (W/n?) 22.17; 6.55 0.97 0.89
d —— il v 34.88; 19.48(V) 0.125 0.36 0.64
q 1 3.79; 2.17(A) 0.01 0.26 0.46
E Smooth Video d 2.16(cm) 5.0%x103 0.22 0.23
Transition Camera o € 0.9 0.05 0.19 0.60
'\ eroptic A 0.0576(m?) 5.0x103 0.09 0.09
Heat Cold Light Total Nu uncertainty SNu/Nu=2.90 2.96
Exchanger I Image Processing System H i I
Centrifugal

Rlumer where the net heat flug, was obtained by subtracting the heat

loss from the total heat flux through the Intrex; i.e.,

fIv —
A= —eo(Th-Th—d @
) ] ) Heref is the ratio of the local electrical heating to the average
couple is calibrated in a NESLAB/RTE-221D constant tempergrating and is a measure of the uniformity of the gold coating on
ture bath within=0.1°C accuracy, using a PEHlatinum Resis- the |ntrex. Baughn et aJ16]found the uniformity to be as high as
tance Thermometgias a temperature standard. ) 98 percent for a carefully selected small area of the Intrex corre-
The test plate is a clear 1 cm thick Plexiglas sheet. This matergdonding in size to that of the present experiment. Therefore, for
is chosen for its low thermal conductivity, to minimize heat conthe heat flux calculations we assumied 1, butf was maintained
duction to the wall. A sheet of Intrex is glued to the surface of thg Eq. (2) because it contributed to the overall uncertaifgge
plate. Copper foil strip electrodes are attached to either end of thgpje 1).
Intrex surface, and silver-loaded paint is used to establish a goodrhe uncertainty in the local Nusselt numbers is estimated with
electrical contact. Passing an AC current through the Intrex crg-95 percent confidence level using the methods suggested by
ates an essentially uniform wall heat flux boundary. An airbrush igine and McKlintock[17]. Table 1 shows that the overall uncer-
then used to apply the black paint and the micro-encapsulai@ghty in the Nusselt number is estimated to be 2.90 perent when
thermo-chromic liquid crystal to the Intrex surface. The liquicRe=23,000,L/d=6, and r/d=0, and 2.96 percent when Re
crystal used in this experiment is Hallcrest R35C1W. It has a23 000,L/d=6, andr/d=5.09. The contribution of each mea-
narrow band of approximately 1°C over which the entire cologyred variable to the overall uncertainty is also shown in Table 1
spectrum occurs. A foam insulation plate is placed behind the t¢sf the specified conditions. The uncertainty in the gold coating
plate to minimize conduction heat losses. The entire plate assqipiformity factor,f, is the largest contributor to the overall uncer-
bly is mounted vertically, with the test surface perpendicular to thginty. Another important source of uncertainty is the liquid crystal
direction of the jet flow. measurement of the plate wall temperatuirg,
A digital color image processing system is used to accurately
determine the temperature corresponding to liquid crystal colgf. Results and Discussion

The liquid crystal is calibrated within=0.2°C by utilizing the . . .
Lee et al[15]proved in their research that a jet flow has a fully

same calibration apparatus used by Lee efHl]. The image ) ! ;
processing system consists of Sony FX310 CCD camefgveloped velocity profile at the nozzle exit, and the present re-

DARIM/Visible Office frame grabber, and Pentium PC. A whiteS€arch uses the same flow test apparatus. Therefore, this study
light source from an optical fiber that emits little heat radiation i§'easures the local heat transfer coefficient, the centerline velocity,
used to minimize any radiation effects from the lighting. A TSRNd the turbulence intensity when a fully developed round jet
IFA-300 hot-wire anemometer is used to measure the centerliff@Pinges perpendicular to a flat plate. _
velocity and turbulence intensity along the free jet centerline. The Figures 2 and 3 show the distributions of the mean velocity and
anemometer signals are low pass filtered at 5 kHz through a Sigﬁgpulence intensity along the free jet centerline for nozzle diam-
conditioner, then digitized by a universal waveform analyzer with
a sampling frequency of 10 kHz. A total of 20 ensembles of 4096
data sets for the mean and RMS velocities are averaged.

Fig. 1 Schematic diagram of the test apparatus for a jet im-
pinging on a flat plate surface

d=3 40cm
~ @~ d4=2.16cm
.\\'. ~f-d=1 36cm

1.082
3 Experimental Analysis

The measurement technique used in this study, described t
Lee et al[10,11,15], provides a method of using liquid crystal to »
determine surface temperatures. An essentially uniform wall hee2
flux is established by electrically heating the very thin gold coat-_* .
ing on the Intrex surface. The heat flux is adjusted by changing thc -
current passing through the Intrex, which changes the surface ten
perature. Under the uniform wall heat flux condition, an isotherm
on the Intrex surface corresponds to a contour of a constant he.
transfer coefficient. The local heat transfer coefficient is then cal by 2 P
culated from

™

8 10 12 14 16
L/d

Fig. 2 Velocity profiles along the free jet centerline for
Re=23,000

@)
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Fig. 5 Effect of nozzle diameter on the local Nusselt number

Fig. 3 Turbulence intensity profiles along the free jet center- distributions for L/d=6 and Re=23.000

line for Re=23,000

eters ofd=1.36, 2.16, and 3.40 cm when R23,000. Giralt et al. They also show that the maximum Nwccurs at./d~7. These
[18] defines the potential core length as the distance from thehaviors are consistent with our experimental results. Lee et al.
nozzle exit to the point where the centerline velocity ) is 98 [15] and Kataoka et al20] too report that the maximum Nu
percent of the nozzle exit velocity(). According to this defi- occurs al./d~7 where the turbulence intensity reaches roughly a
nition, the potential core lengths, wheh=1.36, 2.16, and 3.40 maximum value, which is in excellent agreement with the results
cm, are 2.3, 2.7, and 3.0 times the nozzle diameter, respectivéilythe present study shown in Figs. 3 and 4. In the mean time, the
Thus, it follows that the potential core length increases with dffect of nozzle diameter on Nuis gradually diminished when
increasing nozzle diameter. Figure 2 also shows that at the sakié>8, and does not seem to exist beydnidi=18~20.

L/d, the larger nozzle diameter produces the bigger mean velocityFigure 5 shows the local Nusselt number distributions when
(or b|gger Jet momentum Re=23,000 and./d=6 for different nozzle diameters. The Nus-

It can be seen from Fig. 3 that for all nozzle diameters, theelt numbers increase with the increasing nozzle diameter at the
turbulence intensity within the potential core maintains their magtagnation point region corresponding te<&/d<0.5. However,
nitudes at the levels of-45 percent. However, outside the potenihe effect of the nozzle diameter on the Nusselt numbers is neg-
tial core, magnitudes of the turbulence intensity level rapidly ifigibly small at the wall jet region correspondingitéd>0.5. This
crease untiL/d~7 to 8, due to an active mixing of the jet flow IS because the impinging jet flow characteristics are nearly lost in
with an ambient air. Figure 3 also shows that beybnd=8, the _the_ process of the re-development of the boundary layer after the
turbulence intensity gradually decreases. jet impinges on the plate. It should be noted that the local Nusselt

Figure 4 shows the effect of the nozzle diameter on the stagriimber measurements were made for the rande/d¥2 to 14,
tion point Nusselt number Ny Whend=3.40 cm, Ny, is 10.0 and the results at/d=6 only are selected as a representative
percent and 19.1 percent larger than the values obtained @hefase. However, the results at othéd’s (not shown hereindicate
=2.16 and 1.36 cm, respectively. The similar trend can be sefift the diameter effect on the stagnation point region is more
from the results by Yari7] for circular and straight pipe with Mmarked for 2<L/d<8 and its effect gradually diminishes bsd
nozzle diameter ofi=4.03 cm and the same Reynolds number dthanges from 10 to 14.

Re=23,000. Yan’s Ny is 4.7 percent larger than the value ob-

tained in the present study with=3.40 cm. This may be attrib- .
uted to the increase in the mass flow rate, jet momentum, and SUmmary and Conclusions

turbulence intensity with the larger nozzle diameter. The effects of nozzle diameter and nozzle-to-surface distance

Gau and Chungd19] report that the size of the vortices thaton heat transfer and fluid flow are investigated for a round turbu-
impinge on a plate increases as the nozzle diameter becortes jet impinging on a flat surface at a uniform heat flux boundary
larger, which in turn results in the heat transfer augmentatiocondition. The flow at the nozzle exit has a fully developed ve-

locity profile. The jet Reynolds number Re is 23,000, and the
dimensionless nozzle-to-surface distah¢d ranges from 2 to 14.
200 Three nozzle diameterd of 1.36, 2.16, and 3.40 cm are consid-

ered. Local Nusselt number distributions are determined from sur-
180, i i face temperatures, which are measured on the flat surface using
6o L . R thermochromic liquid crystals and a digital color image process-
~M-d=1.36cm ing system. Important observations from the experimental data are
T ‘:“: - noted and summarized below.
o? 40 | :__:_:/.I—l\:\~ : 1. According to the distributions of the mean velocity and tur-
=z TR bulence intensity along the free jet centerline when Re
100 | \=\ =23,000, the potential core lengths for nozzle diameters of
~# d=1.36, 2.16, and 3.40 cm, are 2.3, 2.7, and 3.0 times the
80 nozzle diameter, respectively. Thus, the potential core length
increases with an increasing nozzle diameter. In other words,
e 5 y 7 5 eSS for the sameL/d, the larger nozzle diameter produces the
Ld bigger mean velocityfor bigger momentum In the mean
time, the turbulence intensity within the potential core main-
Fig. 4 Effect of nozzle diameter on the stagnation point Nus- tains their magnitudes at the levels of-8 percent. How-
selt number for Re =23,000 ever, outside the potential core, the turbulence intensity rap-
556 / Vol. 126, AUGUST 2004 Transactions of the ASME
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idly increases up td./d~8, due to an active mixing of the Greek symbols

jet flow with an ambient air, and gradually decreases beyond

L/d=8.

2. Whend=3.40 cm, the stagnation point Nusselt numbegNu
is 10.0 percent and 19.1 percent larger than the values ob-
tained wherd=2.16 and 1.36 cm, respectively. This may be

emissivity of the liquid crystal and black-paint-coated
surface
v = kinematic viscosity of aifm?/s)

= Stefan-Boltzmann constafiiv/m? K%

attributed to the increase in the jet momentum and turbu-
lence intensity with the larger nozzle diameter, which in turiReferences
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Faculty of Engineering, acteristics of the plural microencapsulated solid-liquid phase change materials (PCM)
Okayama University, Tsushimanaka 3-1-1, slurry having different sizes, which flows in a straight tube heated under a constant wall
Okayama 700-8530, Japan heat flux condition. In the turbulent flow region, the friction factor of the plural PCM

slurry was found to be lower than that of pure water flow due to the drag reducing effect
of the PCM slurry. The heat transfer coefficient of the plural PCMs slurry flow in the tube
was increased by both effects of latent heat evolved in phase change process and micro-
convection around plural microcapsules with different diameters. The experimental re-
sults revealed that the average heat transfer coefficient of the plural PCMs slurry flow
was about 2~2.8 times greater than that of a single phase of water.
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Introduction transmitted amount of heat and pumping power of the PCM slurry
low. The present experimental study was carried out to examine

flow drag and heat transfer characteristics by the mixing effect
Farge size microcapsules of 1Zm in diameter into the uni-
mly microencapsulated PCM slurry with small size microcap-
ules of 1.5um in diameter in the straight tube.

The use of microencapsulated phase change material slurry
been widely spread in practice since a couple of decades bec
of high energy storage density owing to latent heat absorpti%lr
during a phase change procg43. Especially, the possibility of
PCM slurry transportation in a pipe was discussed by Mehalick 1,5 hron0sed plural microencapsulated PCMs slurry composed
and Tweedle[ZJ. Kaszg and Chefi3] elucidated that the heat of two ﬁings of PF():MS having dif'feprent melting points zmd digm-
transfer coefficient of microencapsulated phase change suspensiQis js applicable for cooling and heating air-conditioning de-
flow was increased three times as much as that of pure water figu g in which the microcapsules in a certain diameter are packed
in a straight pipe. Hart and Thorntd#] reported a two-fold in- \ith PCM at a low melting point and other side those in the
crease in tht_e effective specific_ heat of suspension_and_ showed ¥igkrent diameter are packed with PCM at a high melting point.
the PCM microcapsules ranging of&m to 50 um in diameter Therefore, the present study attempts to elucidate the relationship

could be pumped without destroying microcapsule’s shell. Thestween the transmitted heat of plural PCMs slurry flow and its
heat transfer characteristics of PCM slurry flow in circular ductsymping power.

were clarified numerically by Charunyakorn et §b]. They
showed that the heat transfer coefficient obtained by the P . I .
slurry were about 24 times higher than a pure water flow. Ch(g:ilyhySIcal Characteristics and Properties of PCM Slurry
et al.[6] observed the physical mechanism of the convection heatThe previous pap€i7] by the authors concluded that the opti-
transfer enhancement due to the PCM particles in a turbulentim mass concentration of PCM packed into microcapsules with
slurry pipe flow. The melting and solidification heat transfer chag small size of 1.5um in diameter wa€,,;= 20 mass percent by
acteristics of the microencapsulated PCM slurry flowing in a he@@nsidering both heat transfer and pumping poypépe friction
transfer tube were examined experimentally and numerically féactor)in a straight tube heat exchanger. In order to increase the
the uniformly small size of microcapsules by authprs heat transfer coefficient of a mono-sizé8CM particles of 1.5
The purpose of the present study is to examine heat transfer a##l in diameterjand encapsulated PCM slurry in a tube flow, the
flow drag characteristics of the microencapsulated PCM slurBjural PCMs slurry was produced by mixing larger PCM particles
composed of plural microcapsules in different diameters as well @17 um in diameter into a small size of PCM slurry at a con-
different kinds of phase change materiadifferent melting points Ccentration ofCs,,.= 20 mass percent. As shown in Table 1, a melt-
and latent heatsh a straight tube. According to the author’s preing point of small sized PCMmain constituent of paraffin waxes,
vious study[8], the optimum concentration of the uniformly smalin-tetradecane, {Hsq) is T,=278.9K and a melting point of
sized PCM particle¢1.5 um in diameter)in the microencapsu- larger sized PCMn-docosane, GH,g) is T,=318.2K. The pur-

lated PCM slurry was 20 mass percent by considering both tR@S€ Of the present study is to investigate the mixing effect of
larger sized PCM particles under the condition without a phase

Contributed by the Heat Transfer Division for publication in th®URNAL OF Change on the small sized PCM. slur_ry with a phase Ch.ange'
HEAT TRANSFER Manuscript received by the Heat Transfer Division June 30, 2003} erefore, the temperature conditions in the present experiments
revision received April 16, 2003. Associate Editor: C. Amon. were set below 318 K.
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Table 1 Physical properties of two kinds of phase change materials

Physical properties/ Small PCM patrticle Large PCM patrticle
Phase change material n-tetradecane (GHzo) n-docosane (&Hyg)
Melting temperature, J(K) 278.9 318.2
Latent heat of melting, ltkJ/kg) 229 189
Density 803 at 278 K 815 at 317 K
p (kg/m?) 765 at 280 K 789 at 320 K
Specific heat 1.8 at 278 K 1.7 at 317 K
C, (kJlkg-K) 2.1 at 280 K 2.1at320 K
Thermal conductivity 0.273 at 278 K 0.281 at 317 K
N (W/m-K) 0.211 at 280 K 0.224 at 320 K
Figure 1 presents the diameter frequefegrcent)of the PCM Kp b
particles for various mass rati@, of the large size PCM par- K 2+ k—+2Cfm W 1
ticles of 17 um in diameter to those of 1.&m in diameter. Thermal conductivity, ky, : b W w
The average diameted,,, of the plural microencapsulated w 2+ﬁ—C* &—1
PCMs particles dispersed in water is calculated by an arithmetic ky K,
average method of mass raify, and two different diameters of (5)

PCM particles as shown in E¢l) and the total concentratioQ,,

of the plural PCMs patrticles in the PCM slurry is also calculatewI Eq. (5), the value ofk, corresponds to the average thermal

conductivity of both PCMs.

by Eq.(2). Thek, was estimated als, = (Komat KygCoig)/(1+Ciig)-
dsma+ dbigcbig
L . Mb _
dave 1+ Cbig @ Viscosity, wy: E =(1—- C:;t_ 1.16(:;”2) 25 (6)
Csmat CsmLCoig WhereCj;, means the volume concentration of the plural PCM
Cror= 1+ ComlCoig (@) particles in the PCM slurry.

From Figs. 2(ad), it is noticed that the measured data of the
The symbols in Figs. 2¢ed) show the measured data of densityphysical properties are in good agreement with those estimated
Py, specific heaCpy, thermal conductivityk, and viscosityw, from Egs.(3)—(6).
of the plural microencapsulated PCMs slurry with temperaiure
respectively. Those thermo-physical properties were obtained .
the previous measuring methofig] and [16] which were used Ey(perlment Apparatus and Method
with a densimete(measuring error=3 percent)for density, a Figure 3 shows the schematic diagram of experimental appara-
differential Scanning Calorimeteimeasuring error+=3 percent) tus used to elucidate the flow drag and heat transfer characteristics
for specific heat, a transient hot wire devigeeasuring error=7  of the plural microencapsulated PCMs slurry flow in a straight
percent)for thermal conductivity and a rotating viscometarea- tube. The experimental apparatus consisted mainly of a heat trans-
suring error+6 percentyor viscosity, respectively. The solid, dotfer horizontal tube as a test section maintained at a constant wall
and dash lines in Fig. 2 were estimated from R).for density heat flux, the PCM slurry circulating loop and a cooling tank with
and Eq.(4) for specific heat which were derived by the additiona refrigerator to solidify PCM in the microcapsules dispersed in
properties law7] and Eq.(5) for thermal conductivity and Eq6) Wwater. And also the detail of the test section is shown at the lower
for viscosity were calculated by Maxwell's correlation and byart of Fig. 3. The test section was made of a stainless steel tube
Vand's correlation{10], respectively. The physical properties obof 15 mm inside diameter, 0.8 mm in thickness and 5.85 m in
tained from Eq.(3) to Eq. (6) were estimated from the averagedength.
physical propertiegconstant value according to a solid or liquid The constant heating wall heat flux condition was obtained by
phase conditionpf two PCMs indicated in Table 1 and those ofsupplying directly DC electricity on the stainless steel tube from a

water with a temperature dependency. DC power supply unit. The uncertainty of obtained data on the
_ heat fluxq;,, was estimated within=2 percent by measuring the
Density, pp:pp=pwX (1= Cio)+ ppX Ciot (3) electric current with a precision ammeter and voltage with a pre-

N cision voltmeter across the stainless steel tube. The thermocouples
Specific heat,Cp, :Cpp=CppCiort CPwX(1=Ci) (4) which were insulated by applying the electric insulation material.

29, T T T n L) T T T L T
[l G 15T o d,=15[um]  C, =03 | dme=15[em]  C, =05
= I s I - )
A | iu | o l.u- g =17 [um] |
dy,, =17 [um]
dy, =17 [um]
% % 15 =y, ° 4 i ; % + T ;
dl pm] d[ pm] d[ um]

Fig. 1 The diameter distribution of the plural PCMs particles
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Fig. 2 Thermophysical properties of the plural PCMs slurry

Those thermocouples were bonded to the tube exterior by an aum thickness urethane foam insulating material was installed
hesive. The measuring error of temperatures obtained by th@eund the test section. As a result, the total heat loss was con-
thermocouples was estimated within 0.05 °C from calibrating rérolled within £3 percent as compared with the total heat trans-

sults before the test runs.

mitted to the plural PCMs slurry. The measuring accuracy of heat

In order to prevent the heat loss from the test section to theansfer coefficienh for a pure water flow by a preliminary ex-
circumference environment, a two layer thermal insulator conperiment was also coincided with the reference véliig within
posed of 20 mm thickness glass wool insulating material and 306 percent. In order to measure the pressure loss differaifce

Manometer
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1=2.1m
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-—

§

Volumeter SmrztiEe
ba

0.07m’
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E 0.225
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E T 11 1 I
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Fig. 3 Schematic diagr

tainless tube
lass wool insulation
refhane foaming insulation

am of experimental apparatus
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of the plural PCMs slurry flow between inlet and outlet of the test
section, a precision manometémeasuring error within=1
percent)was set between 3 mm diameter pressure drop taps
mounted on the inlet and outlet of the test tube. The fanning
friction factor f,, of the plural PCMs slurry was calculated by the
following Eq. (7).

The mass flow rate of the test slurry was estimated by the
weighting method of a precision scdl@easuring error within:1
percent). The uncertainty of mass flow rate data was estimated
about=1 percent as regards to the reading error of the scale.

szwxly fW:MXE @)
(1/2)ppUD 4 (1/2)p, VD 4

Concerning the experimental procedure, at first, the cooling and
mixing of plural PCM slurry in the cooling bath as shown in Fig.

3 were continued until two kinds of microencapsulated phase
change materials in the slurry were solidified at the temperature of
about 278 K. Then, the plural PCM slurry was charged into the
test section of the stainless steel tube at a constant flow rate by
controlling the frequency inverter of electric power mounted on
the pump and adjusting the bypass valve set near the exit of cool-
ing bath. The plural PCM slurry heated from the heating test tube
was stored into the storage bath. The solidification rate of PCM in
small microcapsules were measured by a volumeter set at the
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Fig. 4 Nondimensional velocity profile of water in the radial
direction

Fig. 6 Momentum model of a sphere

branch part from the stainless steel tube after the test tube. All

measurements of temperatures, heat flux, flow rate and pressure

difference of the PCM slurry flow in the test section were carriethnge ofr/R>0.4. This difference otJ/U ., between the plural
out after reaching thermally and hydrodynamically the steadiPCMs plural PCMs slurry and the small sized PCM slurry might
state condition. All data were recorded into a data acquisitidse qualitatively explained from the results by the following ana-

system. lytical model for the momentum of a spherical particle in Fig. 6.
The momentum balance on a spherical particle as a microen-
Experiment Results and Discussion capsulated PCM particle consists of drag foRend lift force

Z in the axial direction and radial direction and they can be
Velocity Profile of the Plural PCMs Slurry in the Radial  expressed by Eq(8) using these forces in Newton's law of

Direction. In the present experiment, the flow velocity of themomentum.
microencapsulated PCM particles in the slurry was measured us-
ing Ultra Sonic Velocity Profile(UVP). The UVP device could 2 Fo=pV (&) 2 F=pV &) @)
obtain the information on flow velocity of fine solid particles sus- x=Polel gt ) = Po¥el Tqt
pended in the fluid. Its principle is based on measuring the time, . .er the balance equation in the axial direction is derived
period of ultrasound beam which reflects on fine solid partlclq&)m Eq.(9)
suspended at a low concentration in the flldé]. Figure 4 pre- T

sents the nondimensional velocity{U ., profile in the nondi- X du,
mensional radial directionr(R) for a mixture of water and fine ~ ~Zx~Bx=ppVp| 7| ~PoVeO T4 Br=ppVo| 5
plastic beadsdensity p=995 kg/n?, 20 um in diameter)at a )

concentration of 1000 ppm. It is seen that nondimensional veloc- . i
ity profile, U/U 5, Of water-plastic beads slurry agrees well witivhere, the drag and lift forces are defined as,
Hagen-Poiseuille’s equation. However, in the case of high concen-

1
tration of the microencapsulated PCM particles in the slurry like Z=p,C;U%S, B=5p,CsU%S (10)
the present experiments, the obtained flow velocity by the UVP 2 2
device might be a mixture velocity of the PCM slurry flow.  where, C, and Cy are coefficients of lift force and drag force,

From Fig. 5, it is demonstrated that the triangle symbols indfespectively. The values of these coefficients are shown in Fig. 7,
cating the nondimensional velocity profil&) (U, for the uni- whereSis the projected area of the spherical particle.
formly small sized PCM slurry €,j;=0, Cqyi=20 percentlare  The flow motion for a microencapsulated PCM particle can be
above thosdopen circles)of water as a Newtonian fluid in the obtained from the above equations as follows.
range ofr/R>0.3. Moreover, in the case of the plural PCMs
slurry for Cp,j;=0.5 andCgp,= 0.2 (solid symbol in Fig. §, the
values ofU/U ., as indicated in open square symbols become

greater than those of the uniformly small sized PCM slurry in the 08
1-—..0. ——— 0.6
I & 1 S
0.8[ %o - )
s A ] N 04
g 0.6 ° N i @)
3 [
DT . o ]
S o4l © P}%sgbfvf;‘;‘s(wate') - § 0.2
I AC,,=02,G,=00 .
0.2 (d,,=154m) o a A
=C,=02G, =05 a |
. (d?"ez ‘8.3,ulm ). L8 - 0.0 2 4 6 8
0 0.2 0.4 0.6 0.8 1
¥R Up /U
Fig. 5 Nondimensional velocity profiles in the radial direction Fig. 7 Coefficient of lift force and drag force of a sphere
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Fig. 8 Calculated nondimensional velocity profile in the radial Fig. 10 Fanning friction factor of the plural PCMs slurry and
direction uniformly small sized PCM slurry
water(solid line), small sized PCM slurrgsymbol: X) and plural
— = p,CaU2S=p.V (dUX) PCMs slurry for variou€yq. Itis seen from Fig. 8 that values of
2P PTPL dt U/Unacincrease with an increase in mass ratig,. Therefore, it
1 du, (1) s evident that the difference df/U,,. between plural PCMs
~Pp pg+ PpCzU S=ppVp Pl gt particles and single-small sized PCM particles could be explained

qualitatively by mixing effect based on the above-mentioned mo-
The condition in which the spherical particle group does nehentum analysis of the spherical patrticle.

interfere to each other is assumed. In addition, drag force in radial _ . . . . .
Friction Factor. Figure 9 shows the relationship between fric-

directionB, and lift force in axial directiorZ, are omitted. .
Assuming that the flow is fully developed and the velocity ra‘rit?lon factor f,, and Reynolds number Ref,U,,D/y,) for water

of U, /U, is constant, the velocity of main streddy is given like 10W in the test section. From Fig. 9, it is clear that the fanning
the following Eq.(12). friction factor for waterf,, in both laminar and turbulent regions

show a good agreement with the correlations of Hagen-Poiseuille
and Blasius {,,=0.79 R¢,%% within +3 percent. On the other

fux du, _ Cp-S:t hand, the data of fanning friction factdy, for the plural PCMs
Uxo Ui 2'Vp
y 1 12)
T st Cmn02 (20 2
— 4 30 Cig=00 ORe'=466 |y
Uso © 2:Vs e (275
After developing the above equations in the radial direction, the W Se,m48 C“g'o'z_'R;,;“f"l 1
velocity profileU, of PCM slurry at the instantaneous time canbe T | == mes
defined by Eq(13) and velocity of the PCM particle in the slurry -
in a tube is arranged as indicated in Etg4). 2 g
7
6
Cz Uso Cz 3
=—gt-— | —==——F\|=—9gt+ =—=(U,,—U
g CB 1 ppCBS Uth g CB ( x0 X) :
2p,Vy
13)
U, \2 @
U2=U2+U2=U?2 1+(—r) } (14)
Uy 290 T —
) . . ) i =1 3[kW/m? ] D‘:'
Figure 8 shows the nondimensional velocity profiled ) of 1.6 [ kW/m?] | U, =0.06 [m/s] 0.
288 .q,m 1.3 [kW/m? ] -
» =16 [kWin? ] O]
) 286} oocC_ =02,C, =00 a
10 . A T M emC.. =02, C:t-oz po” -o.o‘
] - i o 50 &1
5 ] <o o . CLA
] o o
L ! ° ..
S ] w2l : o *° .
102 i ; ]
3 280 N WS |
sF 3 0.1 0.5 1 5
] x{m]
(L]
103 L., .. R BT N
5 10° 5 10¢ 5 10° Fig. 11 (a) Variation of local Nusselt number with non-
Rew dimension distance in the tube axis; and (b) Variation of sur-
face wall temperature of test section tube with nondimension
Fig. 9 Fanning friction factor of water distance in the tube axis
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Table 2 Nondimensional parameters

hnD
Local Nusselt number Nu= ';(:
. . S X 1
Non-dimensional axial distance X== =
D Re-Pr
3n+1]""p,U? D"
Modified Reynolds number based on power viscosity law Re’:81*”—4n [pb }
Mo
3n+1]"8U]" ! w,C
Modified Prandtl number based on power viscosity law Pr = —an F} ’“tl’( Po
b

Ste— CPopl dnnR/ Kol
Stefan number Ciolrp

slurry flow at various mass rati3,, show the different tendency n=0.92 to 0.96. The Stefan number in Ed5) includes the pa-
from the data for water flow in the turbulent region in Fig. 10rameter ofqp,R/k, whose unit corresponds to the temperature
That is, it is understood that the fanning friction factor of thejifference. Therefore, the proposed Stefan number means the en-
plural PCMs slurryf,, exists between both correlations of Blasiuggy ratio of sensible heat to latent heat. The same Stefan number
for Newtonian fluid ¢,=0.079Ré°%) and non-Newtonian based on the constant wall heat flux condition was used in the
fluid (f,=0.332 R& %59 by Ng[12]. previous papef5] for the microencapsulated PCM slurry. The

In Fig. 10, it is seen that the friction factor datg for the experiments were performed under the conditions that the PCM
uniformly small sized PCM slurry &t~ 20 mass percent and particles in a small size of 1.am in diameter absorbs the latent
Cpig=0 percent in the turbulent flow region approaches to theeat by melting, while those in a large size of 4if in diameter
equation off,=0.332 Ré 5 for Newtonian fluid proposed by flow without absorbing its latent heat because the operating tem-
the referencé¢12]which could be applicable to the drag reducingerature is below its melting point of 318.2 K in the present ex-
visco-elastic polymer solution flow. This result revealed that periments. The open symbols in Fig.(dLshow the local Nusselt
cluster of fine PCM patrticles have a function as flow drag reducumber of the uniformly small sized PCM slurry with PCM par-
ing additives such as Toms effect which suppresses the occurreficies of 1.5um in diameter. The solid and dash lines correspond
of turbulence flow and declines the turbulent structure. The sarwethe following correlation equations for the slurry flow without a
behavior of flow drag reduction for the microcapsule PCM slurrphase change by Birfd.3,14].
in the present experiments was reported by the previous péper

which mentioned the flow drag reducing effect for the fine PCM Nu.= ] (3n+1) 1/3, “U3( 1> 257
particles(about 100um in diameter)slurry. It is also understood % 4n X X

from Fig. 10 that the value df, increases with an increase in the (16)
mass raticCy,g of the larger size PCM particles due to its mixing N 8(5n+1)(3n+1)

effect. T SR a0t 1

Heat Transfer Coefficient. Figure 11(a)presents the variation . . .
of local Nusselt number Ny with nondimensional axial distance Itis noticed from Fig. 11(ajhat the data of local Nusselt num-
ber for small sized PCM slurry are greater than those calculated

gef:.)rRtI;e plural PCMs slurry at various modified Reynolds MUMgom the correlation Eq(16) without a phase change. These in-

The nondimensional numbers used in the present study w&§aSe in Nufor the small sized PCM slurry is caused by keeping
defined in Table 2 as follows: e therma}l boundary temperature at arounq a melt!ng point of the
’ PCM particles due to latent heat absorption during the phase
hnxD change. Furthermore, it is clear from Fig.(althat the closed
symbol’s data of Ny for the plural PCMs slurry with two kinds of
PCM particles in different diameters are over those for the small
. ) . . X 1 sized PCM slurry as indicated in open symbols. This increase in
Nondimensional axial distancey= 5 - 2o 57 Nu, for the plural PCMs slurry would be brought by the micro-
convection around the plural particles due to the mixed convec-
Modified Reynolds number based on pseudoplastic viscosity lafgn of natural(buoyant force by PCM particlesnd forced con-
on non—Newtonian fluid: vections. This heat transfer enhancement of the microconvection
in the microcapsules PCM slurry was observed by the previous

Local Nusselt number: Ng=
b

3n+1] " ppU2 "D"
Re/ =8l " Po (15) Ppapers15,16].
4n Mb From Fig. 11(b), it is noticed that the wall surface temperatures
Modified Prandtl number based on pseudoplastic viscosity 18§ heating tube wall surfacgy,, for the plural PCMs slurry by the
on non—=Newtonian fluid: closed symbols are lower than those for small sized PCM slurry.
. Basing on the experimental data ©f,,, .., andT,, the wall
_[3n+1]78U " upCpy surface local heat transfer coefficidny, under the constant wall
| 4n D Ko heat flux condition was calculated by E4.7).
C R/k An
Stefan number: SQ@M hix= == 7

CtotLPp _(Thwf Ty)
where the value oh is the power index of the pseudoplastic Figure 12 shows the variation of the mean Nusselt numbegr Nu
viscosity. The power index of the plural PCMs slurry ranged frorwith modified Reynolds number Relt is seen that the data of
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Fig. 12 The relationship between Mean Nusselt number and Fig. 13 The relationship between  Q /W, and Re

modified Reynolds number

Characteristic of Heat Transfer and Drag Reduction. Fig-
ure 14 presents the results shown in Figs. 6 and 8 replotted as
Nuy, for the plural PCMs slurry are greater than those for thiiction factor ratioDR versus nondimensional heat transfer pa-
small sized PCM slurrysymbol: ¢) and the slurry without phase rameter ratio HTR as defined in E@O).
change(symbol: X). As the mass rati€y,, increases, the mean

Nusselt number Ny is increased by the above-mentioned mixing DR= fni=fo HTR= LA JHb

effect by large sized PCM particles. As a result, It is understood for Jant (20)
that value of Ny, for Cy;;=0.5 is 2.8 times greater than that for S 23 23

the slurry without phase change. JHp=StPre  jun=St-P

When thg microcapsules were suspended in a carrier fluid mﬁhere’fm and j ¢ correspond to the friction factor and nondi-
water and circulated through the heating tube, Kasza and [(3lenmensional heat transfer parameter of water as Newtonian fluid,
and Choi et al[6] observed that the convective heat transfer cqespectively, and alsh, andj;, correspond to those for the plural
efficient was increased by the mixing effect of the microconvegCMs slurry. The data in Fig. 14 indicate that the tendency of DR
tion around solid particles, which promotes mass transfer betwegnHDR varies at around the point of Re2300. In the range of
carrier fluids with different temperatures inside and outside @po<Ré<2300, the data of HTR are greater than thos®&.
thermal boundary layer developed from the heating tube surfagsy the other hand, in the range of 230Re’ <6000, the data of
The present study elucidated also the enhancement of heat trangfer are lower than those f@R. Concerning the application of
coefficient based on mixing effect of microconvection around mihe plural PCMs slurry to the heat carrier medium for a heat
crocapsule particles by numerical simulation of particle motion igxchanger, these results reveal that the modified Reynolds number
Fig. 8 and velocity profile of microcapsule PCM slurry obtainedhould be controlled in the turbulent regitiRe’ >2300)to require
with a UVP in Fig. 5. the effect of drag reduction. On the contrast, in order to need the

effect of heat transfer enhancement, the modified Reynolds num-

; X g
. < .
Heat Transfer and Pumping Power of the Plural PCM Slur- ber must be controlled in the laminar regitRe’ <2300)

ries. Referring to application of the plural PCMs slurry, it is .
necessary to investigate the relationship between the transmitfe@ncluding Remarks

heat in a heat exchang®, and its pumping powew,y, . The heat transfer enhancement of the plural PCMs slurry has
First, the transmitted heat quantity through a circular tube f@painly been investigated experimentally under the flow condi-
the plural PCMs slurr@,, was calculated from the following Eq. tjons of both laminar and turbulent flow in a circular tube with a
(18) as the sum of latent heat quantity and sensible heat quan@ynstant wall heat flux. The influence of latent heat evolved dur-
exchanged through the circular tube. ing the phase change process and microconvection around the
PCM particles were clarified for both small sized PCM and plural
Qu=mpX(CppXAT+Ly) (18)  pCMs slurries. The main conclusions and the results of experi-

In Eq. (18), AT is the temperature difference of the pluralmems are summarized as follows:

PCMs slurry at the inlet and outlet position of the circular tube
according to experimental conditions.

On the other hand, the theoretical pumping powéy, was ! — :. T T
calculated by measuring pressure drop differet& of the plu- | 2 See 0 o &
ral PCMs slurry at the inlet and outlet position of the circular tube 08 O cpe-03 |i 0%% o s
as mentioned in the former section as follows: 1Dy i o o

06| el oA J
D? - | o 27
Wth:T ’7TU bA Pb (19) E 04 Rezsw b';ﬁ’ i
98
. L. . I L7 R Re'=2300 Re'= 6000

Figure 13 shows the variation of the ratio @f, to W, for the 02 PNy 4
plural PCMs slurry with modified Reynolds number 'Rét is L ‘gﬁm i
understood that the value @, /W,, decreases with increasing bt o oy
the mass raticCy,q. This tendency ofQ,, /W, is caused by the 0 0.2 04 0.6 0.3 1
fact that the increase in pumping power based on the viscosity of HTR [-]

the plural PCMs slurry surpasses the increase in the transmitted

heat quantity as the mass rafly;, increases. It is intriguing that Fig. 14 The relationship between drag force ratio DR and non-
there appears a local maximum @f, /W;,, at around Re=2300. dimensional heat transfer ratio HTR
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- It was seen that the generation of turbulence in the plural V = volume, n?

PCMs slurry with PCM particles in different diameters was W, = theoretical pumping power, W
suppressed by the Toms effect of PCM particles dispersed in  x = tube axial distance, m

water in the turbulent region such as flow drag reducing sur- Z = lift force of sphere, Pa
factant additives. A = difference

The local Nusselt number of the plural PCMs slurry showe,

greater value than that without phase change due to the m%([eek Symbols
ing effect by the microconvection and latent heat adsorption # = pseudoplasticity viscosity, k@nh-s')

during melting process of phase change material dispersed in p = density, kg/m

water. x = nondimensional tube distance

Concerning the application of the plural PCMs slurry to a @ = frequency(percent)of microcapsule diameters
heat transfer medium of heat exchanger, it was concluded that @ = angular velocity of sphere,$

the modified Reynolds number should be controlled in thgypscripts

turbulent region(Re >2300) to require the effect of drag

reduction. On the other hand, the modified Reynolds number 8V€ = average

should be limited in the laminar regidiRe’ <2300)in order _b = b“_”‘ ) o

to take advantage the heat transfer enhancement by the pluralPig = microcapsule particle of 1zm in diameter

PCMs slurry. e = entre_lnce region
hw = heating wall
Nomenclature hx = Iocal_ positi_on on the heating wall ix-direction
m = melting point
B = drag force of sphere, Pa _ _ nf = Newtonian fluid
C = mass concentration of plural PCM particles in the p = particle
PCM slurry _ _ ) r = radial direction
C* = volume concentration of plural PCM particles in the  gma = microcapsule particle of 1.&m in diameter
PCM slurry te = test section
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Introduction used to statistically simulate the electron-beam transport; a large
number of electron ensembles penetrating the workpiece surface

Nano-manufacturlng IS receiving S|gn|f|cant attention in |ndusére traced according to the material properties of the workpiece

try and research institutions due to the ever-growing interest 3 The change in the temperature of the workpiece is modeled
nanotechnology. Nano-structures are usually manufactured Vj ng the Fourier heat conduction equation. Reasons for employ-

two-step processes that generate a paitem, electron-beam li- ing this equation are discussed later in the paper. Further consid-
thography)and then develop the pattefe.g., etching). Recently, ration of using the Boltzmann transport equatiBiE) in place

our group hypothesized that single-step or direct-write nano-SCler, jer's law is being considered and developed to determine
machining might be achieved by coupling nano-probe field emigs, validity of the law in micro and/or nano systefdy.

sion with radiation transfef1]. A laser may be used to heat @ 14 jnteractions between electrons and solid materials have
workpiece within a microscopic region that encloses an EVeien investigated in the literature both theoretically and experi-
smaller nanoscopic region subjected to a focused electron be?ﬁérntally[S—?]. Particularly, Whiddington's work7] is important

The electron-beam supplies marginal heat sufficient to remove,a it rejates the electron penetration ramye(m) with the elec-
minute volume of material by evaporation or sublimation. Experion acceleration voltags (Volt) and the mass density of the
mentally investigating this hypothesis requires an estimate of t tal p (kg/m®), which is given as

power needed in the electron-beam. In this paper, a detailed nu-
merical study is conducted to study electron-beam processing; the R,=2.2x10""V?/p. 1)

governing equations are outlined and_a solution scheme is ere, R, is the depth that the penetrating electrons reach as they
cussed. Finally, a series of representative results are presente

- lincident on the target surface, indicating that most of the en-
the case of a gold film on a quartz substrate.

ditional ol b . | | ergy from the propagating electrons is absorbed within this range.
Traditional electron-beam processing] employs electrons youever, this expression is incorrect at low applied voltages
from an electron-gun that emits many electrons and projects thg@zo kV) since the curve fit was done at a much higher voltage

onto a solid workpiece. The key feature of this method is the Upgnge 1 order to properly predict the penetration depth at low
of electrons with large kinetic energies. These electrons penetrgifiages, a more rigorous approach is needed, and for that reason
into the lattices of the target solid and transfer significant energy, ysed the MCM to simulate the electron-beam transport.

to the workpiece via inelastic collisions. This penetration and en-yjth high acceleration voltages much of the energy is absorbed
ergy transfer induces “melting” and “evaporating,” to manufac-pejow the surface of the workpiece; a 30-kV electron-beam pen-
ture the desired patterns. _ _ -efrates about Jum into a gold surface. As a result, the highest

_ The interaction between energetic electrons and solid materigignperature would occur below the surface because energy is ab-
is very complex. Since accelerated electrons are extremely smafiihed throughout the penetration range. For more modest accel-
they easily penetrate the lattice of atoms in a solid workpiecgration voltages, the profile of absorbed energy is concentrated
When energetic electrons strike and interact with a solid materigbar the surface; a 4-kV electron-beam penetrates only 6(aam
they are scattered in various directions. An elastic scattering ref@'i’%dicted by the MCM), but this limits the total energy that can be
to the re-direction of a propagating electron while an inelastiejivered via the electron-beam. For this reason, nano-machining

Scattering re-directs the electron and attenuates its energy. Eh@f‘ay require thresh0|d heating in Conjunction W|th an electron_
tron scattering within the workpiece affects the penetration depfleam of modest acceleration voltage.
which depends upon the initial energy of the electrons.
Due to the complicated interactions between propagating elgsygplem Description and Assumptions
trons and the solid material, obtaining a realistic analytical solu-

tion is difficult. In this work, a Monte Carlo MethotMCM) is Our objectives are to model the electron-beam transport, to pre-
' dict the temperature field in the workpiece, and to determine the

Contributed by the Heat Transfer Division for publication in tt®UBNAL OF e!eCtron_beam. power to Eﬁecvv.’aly remove ?"toms from a WOI’k-.
HEAT TRANSFER Manuscript received by the Heat Transfer Division January 2101€C€ and achieve nanQ'maCh'mng- We are in search (_Jf the suffi-
2003; revision received May 12, 2004. Associate Editor: G. Chen. cient number of energized electrons supplied per unit tiore

566 / Vol. 126, AUGUST 2004 Copyright © 2004 by ASME Transactions of the ASME

Downloaded 06 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



to have a radial dimension of J@m. The thickness of gold film is
considered to be either 200 nm or 500 nm. Although the actual

¢ —beam thickness of the substrate in the experiments would possibly be a
few hundred microns thick, it would not affect our final results
since the 10Qwm quartz is “infinitely thick” with respect to heat

: l r 200 0r waves(not to mention a 10@:m quartz). We assume that quartz
Workpiece z I 500 nm does not absorb any radiant ener@g., it is transparent to the

laser). A single electron source is considered to emit electrons,
with predetermined initial kinetic energies, directly onto the top
Transparent Substrate 10 pum surface of the workpiece. A laser with a wavelength of 355 nm is
chosen to heat the workpiece from the bottom of the substrate.
The laser wavelength is selected to minimize reflection of the
20 pm incident radiation, as gold reflects radiation significantly at wave-
(@ lengths beyond 355 nm. Although the workpiece and the laser are
specified in the calculations, the numerical approach presented in
this work is general and can be extended to other materials or
laser wavelengths.

The origin of the coordinate frame is set at the point where
electron bombardment occurs. A cylindrical coordinate system is
used for the computations since both the electron-beam and the

> r laser impinge normally on the workpiece and the solution will be
l axisymmetric along the-direction. The choice of distances be-
tween the electron-beam, the laser, and the workpiece are not so
critical at this stage of simulations since they only affect the inci-
dent profiles of the electrons and photons at the boundaries; these
parameters can easily be modified in later studies. Our current

F
k4

¢ —beam

&

| 1 interest focuses on the material removal using a single probe;
I sisen therefore, only a single electron-beam is used for the machining
(b) process. Machining paradigms based on multiple beams are under

consideratiori8], and these will be discussed in a future work.

In vacuum, the only two possible heat transfer mechanisms are
radiation and conduction. The emission of radiation from the
workpiece at high temperatures is inevitable and needs to be con-

Fig. 1 Schematic for the nano-scale machining process con- sidered. However, radiation heat transfer at nano-scale levels re-
sidered. A workpiece is positioned on top of a substrate. The quires intense studies and investigations, and the radiative prop-

substrate is assumed transparent to the incident laser. Two dif- : . L L
ferent evaporation methods are considered: (a) electron-beam erties (i.e., emissivity and absorptivity at nano-scales and

impinges perpendicularly on the top of the workpiece, and (b) temperatures b_eyond mel_tin_g are not readily available for gold. In
electron-beam and laser impinge normally on the workpiece at addition, emission of radiation depends greatly on surface areas

opposite directions. (which are extremely small in this problgniherefore, they may
not have any impact in the energy balance at all. For these reasons
emission is omitted in this study. Hence, we assume that the top of
the workpiece, the bottom of the transparent substrate and side
current)to elevate local workpiece temperatures near the meltingalls are considered insulated, and the problem of this sort is
evaporation, or sublimation temperatures. It should be realizedturally unsteady since there are no heat losses. In terms of the
that the concepts of “melting”, “evaporating”, and “sublima- computational domain, the overall geometry is a dual layer of
tion” at nano-scales are loosely used here, and they require furtlgtinders. If the computed temperatures near the side wall of the
investigation, particularly in conjunction with detailed expericylinder are equal to the room temperature, then the solution is
ments. The models and predictions developed in this work withysically equivalent to a plane-parallel workpiece with infinite
subsequently serve as experimental guidelines for finding suitaklée walls at room temperature. In addition, we assume that the
nano-probes for nano-machining. medium is homogeneous and free of defects and cracks. Such an
Schematic of the problem is depicted in Fig. 1. We consider twgssumption simplifies the heat transfer analysis, as electron and
possible scenarios. The first uses only the electron-beam as j#h@ton scatterings become extremely complicated when there are
source of heating, which is illustrated in Figlal In the second impurities in the medium.
one we consider auxiliary heating using a laser at the interface
between the workpiece and the substrate, in addition to tt&e . .
electron-beam heatin@ee Fig. 1(b)). For our current investiga- omputational Grid
tions, the type of the electron source used in the simulations isThe computational grid, depicted in Fig. 2, is expressed in cy-
irrelevant as long as it can emit sufficient electrons without failindrical coordinates with the grid indem corresponding to the
ing. In simplifying our current investigation, it is assumed thatadial directionr, and the grid index corresponding to the axial
there are no electron sources or drains imposed on the workpiedieection z. The MC simulations for the electron-beam transport
Such additional applied voltages across the workpiece would alsre performed in the uniform grid, which is the domain given by
the propagation of penetrating electrons from the electron-bedmx z)=(R;XL;) and spans fronm=0 to Ng;—1 andn=0 to
and may also cause non-uniform joule heating within the worlN, ;—1. Since the boundary conditions are defined far away from
piece. These details will be included in future models as joutbe incident electron-beam and laser, the use of a uniform grid
heating can serve as a means of assisting the nano-machiniithin the entire computational domain for the conduction prob-
process by providing additional heat beside the electron-beam dah would be impractical. To overcome this, we increase the grid
laser. spacing as we move away from the origin. Generally, the radial
In this study, we choose a thin gold film as the solid tafget distribution of the laser would be larger than that of the electron-
workpiece), which is deposited on a 1@ semitransparent sub- beam; therefore, the uniform grid is extended froRy X L,) to
strate(quartz). Both the workpiece and the substrate are assumg®;+ R,) X (L,+L,)) when the conduction is modeled. The ex-
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ing direction, etc. An ensemble represents a bundle of quantum

- _  u.m T particles(i.e., electrons or photonsEach ensemble is launched,
- - ;;_a_....ﬁ f - B . . .
= B = one after the complete propagation of another, assuming that in-
Ay T A o pa— terferences between ensembles do not exist. The distance of inter-
. b é{‘{éﬂ;; R z *—»—», action, which is the distance the ensemble can propagate before
% A“"- T o e o e ~+ ,  interacting with the medium, is drawn according to the material
ar - Sy i o e ~= "' properties of the medium. The ensemble is then moved from its
M :,}ﬁd,ﬂiﬁ’&:ﬁ Attt 5+ 1 . L curentposition to the next, covering the distance of interaction
Y LB B R Workpieee 1 C 4 with its initial direction of emission. If it exits the medium, then it

:ﬁ;‘f’;;:’**fy;y,f sprpres L L+ -+ will either contribute to the reflection or transmission. Otherwise,

. /,9;{ Gy e 3 i 3 . its weight or energy is altered accordingly and a new propagating
POV >~ /755210750 ) R . T g direction is determined. The above procedures are then repeated
v LT ‘:""‘ 15 90 O Y . 1 Wwith drawing another distance of interaction.

i ! - H - In order to carry out a MC simulation, we need to obtain the
o 4 0 1 1 D & CPDFs of the scattering direction and the penetration distance,
e.;_l- H H L ELE B LR B I ; ; ; replace them with random numbers ranging from O to 1, and then
L HE e i Sl ! ¢, invert the expressions to get the direction and distance as a func-
| R R A p_ i A | tion of random number$9]. The CPDF of electron scattering
| direction is derived according to the scattering cross section,
NN+ | which is a measure of the scattering intensity. There is a simple
oS R N N H 1 1 * and explicit expression derived from the screened Rutherford elas-
* a7  tic scattering cross section for determining the scattering agle
O O I P i i i as a function of a random number Ragnthe atomic numbeZ of
o e p Y0 the solid, and the electron energy which is given ag13]
1 1 i ]
zn ¥ 2aRa
Cog0)=1— —b_ @)
Fig. 2 The grid setup used in modeling the electron-beam 1+a—Rany
transport, the laser propagation, and the heat conduction in- where
side the workpiece. The grid is sub-divided into two zones: @)
A and B with uniform spacings in both r and z-directions, and 7067
(2) C and D with non-uniform spacings where the grid is a=3.4x10"3 E 3)

stretched along r and z-directions with independent factors. A

is where the MC simulation in the electron-beam transport is . .
performed while B extends A uniformly in both r and However, Eq.2) incorrectly represents the scattering phenomena

z-directions in order to account for the laser heating. The at low electron energies of a few kiloelectronvolteV) [10].
boundary conditions are  (a) adiabatic at r=0 due to symmetry  1herefore, the Mott elastic scattering cross section is better suited
and (b) adiabatic at r=R,+R,+R;, z=0 and z=L,+L,+L, for this application. The derivation of the Mott cross-section can
since it is assumed that there are no convection and radiation be found in[14], which will not be repeated here. Once the Mott
losses. differential elastic scattering cross-sectiore., doo/dQ)) is ob-
tained, the total elastic scattering cross sectigiy, is evaluated
as
tended uniform grid is then connected to the nonuniform grid with d 2w
stretching factors in both and z-direction. The grid is set up so Tl ':f _‘Te'dQ:f f
that the thickness of the workpiece is described_as L, (i.e., o 4 dQ o Jo

n=0 to N ;+N_,—1) while the thickness of the substrate is . Lo . .
denoted_ (i.e.,n=N,;+ N, to N.;+ N, ,+N, 3~ 1). The num- The CPDF of the scattering cross section is obtained usig,

ber of grid points required for the calculations, i.8a;, Ngo, and assuming azimuthal symmetiye., dog /dQ is not a function

Nes, Ni 1, N, 2, andN, 5 can be determined easily using tRes, Of ¢) where

the L’s, and the ratios of the two adjacent grid spacipgrticu- 20 f
0

d0'e|

dQ

sinedod¢.  (4)

el singd o ®)
a0 :

Monte Carlo Method for the Electron-Beam Transport  ynfortunately, this equation cannot be inverted analytically to ob-

The distribution of energy deposited in a workpiece due to eletgin ©. Hence, as discussed [i8], a table containing the CPDFs
tron bombardment can be determined using a Monte Ca®@ a function of® for gold is desired. When a random number is
Method (MCM). For the case of electrons penetrating a workgenerated, it is compared with the CPDFs and the corresponding
piece, a MCM simulates the propagation of electrons inside @ is selected from the table using a linear interpolation. Since
workpiece based on cumulative probability distribution functiongzimuthal symmetry is assumed, the azimuthal angle is given as
(CPDFs). The MCM treats an electron-beam as discrete electrons, —9oR 6
where all the electrons have equal energy. Each electron under- ¢=2mRarn, ®)
goes a series of elastic and inelastic scatterings inside the wotlke CPDF of an electron penetrating a distaSagithout being
piece. The histories of many propagating electrons form the recattered is given g4.0]
sultant profile of absorbed energy.

MCM is used extensively for the solution of the Radiative R(S)=exp(—S/\), (7)
Transfer EquatiofRTE). However, the propagations of photon
follow different scattering and absorption probability distributions
than electron§3,9]. The scattering characteristics of electrons in a A
solid target based on MCMs are well outlined in the literature T Nooa
[3,10—12], which we adopt here. aP Teltotal

The MCM simulation starts by initializing data such as tha is the elastic mean free path of the penetrating electrons, which
number of ensembles, the location of emission, the initial launctlepends on the atomic numb&rthe atomic weigh#, the density

larly, the latter over the formeffor the r and z-directions. R(O®)= ——
Oel total

here

®
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p of the solid target, and the electron enefgy Replacing the

o

CPDF by a random number Ranthe interaction distance is de- l
termined as = _1.74—il.848 _
S=—\In(Ral 9 i} 5 = Selr = L.,
e © Gold ¢'(2)= g5 (1R Je )
To account for the attenuation of the electron energy, the stop-
ping power(i.e., dE/dS), which describes the amount of energy 1 T T 1 T T T
attenuated per unit distance, is needed. The most common expres-
sion for the stopping power is the modified Bethe relationship, =
which is given a§10] Quartz L]
_ a 5002 1o L1GHE+0.859 0 i, =1.5 Ao =355nm

d_S_ ’ AE Og J ’ ( ) > lll:"rlam:r

where J is the mean ionization potential. The Bethe stopping m, =1

power is typically valid untiiE=50eV, which is about a few

percent of the initial energy of each electron accelerated by a f&j@- 3 _Schematic for the radiative transfer inside the work-
keV. The use of this relation in determining the amount of enerdy/ece- The impinging laser has a radial dimension of  Rijase; and
loss for electrons within the workpiece yields small erfarfew 2 Wavelength of 355 nm. Since the absorption of radiant energy

. . . . S in a metal is strong, a one-dimensional radiation model with
percent)in the predicted absorption profile, which is acceptabqu»(loonemiaII decaying of radiant energy in the direction of

In this work, however, we use the experimental stopping POWgfopagation is employed: scattering of photons is neglected.
obtained by Luo et al15]as given in[16], where the data points The complex index of refraction of gold is at the wavelength of
are given for electron energies as low as 3 eV. the laser. R,_,, is the reflectivity at the interface between gold
The energy absorbed from the electron-beam is modeled asl quartz when the incident direction is from quartz to gold.
internal heat generation when solving the heat conduction prob-
lem. The results of the MC simulations are the energy absorbed
from the electron-beam at elements within the grid. The energy is
adapted into a normalized energy denstty, , by dividing the creases exponentially with respect to the distance traveled due to
absorbed energy by the volume of the element and the total eneggpsorption. Therefore, the radiant heat flux as a function of depth
of incident electron ensembles, and it is mathematically expressadhe z-direction within the radial area of incidence is given as

o q"(2)=(1—Ry_y)gge (w2 (14)
Vo= Ymn (11) Wherex is the absorption coefficient of the workpiece. The ab-
27 AT nAZNe o sorption coefficient is determined using the imaginary refractive
wherey,, , is the total kinetic energy of electrons deposited at thBdex of the workpiecen, ,,, according to the expressi¢as]
(m,n) elementN,is the total number of electron ensembles used amn,,
(i.e., for the statistical MC simulation, not the actual number of K="y : (15)
o]

electrons incident on the solid targeE, is the initial energy of
the electrons, and the quantityr2,Ar Az, is the volume of the where), is the wavelength of the laser in vacuum. Normally, the
(m,n) element. The internal heat generation at a given elementident photons are strongly absorbed within the first few tens of
(m,n), i:ﬁ,ﬁf, is then computed with the following expression nanometers in a metal. Fora,=355nm laserx of gold (i.e.,

. elec & n,,,=1.848[19]) is about 0.0654 nit so that 95 percent of the

Amn=E¥mn (12)  penetrating photons are absorbed within 46 nm into the gold film.
The thickness of the film considered in this work is sufficiently
large that the penetrating photons would never reach the other
surface of the workpiece. Hence, there is no need in considering
Laser Heating the interference effect between incoming photons from one end
and the reflected ond# there is any)from the other.
€ To determine the amount of radiant energy per unit volume
absorbed by a computational element in the workpiece within a

whereE is the input power of the electron-beam.

A collimated laser is considered for additional heating of th
workpiece within a specified radilj s (see Fig. 3). We assume
that the substrate is transparent to the incident laser lfieamno - : IR .
absorption within the substrate/hile the metal layer is absorbing. ir:(l')l:s OfRiaser, the radiant heat flux is divided by thez, and it

; ) S ) pressed as
Since the absorption cross-section in a metal is much larger than
the scattering cross-section, the laser heating is analyzed in one . rag 9"(2)
dimension along the direction of incidence. mn= Az (16)

The Fresnel reflections at the mismatched interfdces dif- ) o
ferent indices of refractionwhere the laser is incident need to bdor M=0,1, ... Ngjaser— 1 andNgaseis the radial index aRjaser-
considered. For the normal incident case, the fraction of the inci-
dent radiant energy reflecteR;_,;, as the laser propagates from

mediumi to t, is given ag17] Heat Conduction
n—n\/n—n\* In general, heat conduction refers to the transport of energy by
ot m Rt (13)  electrons and phonons. Electrons are the dominant energy carriers

_ _ in metals while phonons are solely responsible for heat transport
wheren; andn, are the complex indices of refraction of the inci-in insulators. In semiconductors, both electrons and phonons are
dent and the transmitted media, respectively. In the simulatiorgyually important. Phonons exist in all materials, and they serve
the initial heat fluxqg of the laser beam propagating through thas the main source of electron scattering in metals although their
substrate is prescribe@see Fig. 3). As the laser first hits theheat capacities are much smaller than those of electrons. In our
quartz-gold interface, a fraction of the heat fl&, .,,(=0.75) is problem, electrons originated from the electron-beam and photons
reflected while the remainder transmits through the interfaciom the laser penetrate the target workpiece. Therefore, signifi-
When the laser propagates within the gold film its energy deant amount of energy and momentum are transferred to electrons
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inside the workpiece causing these electrons to become “hot” BT=D, (18)

while phonons remain “cold.” Then through scatterings between

these propagating electrons and phonons, the incident energies are _

distributed (or, conductedwithin the workpiece. Both electrons whereB is a (NgX N ) X (NgXN_) matrix, T is the temperature

and phonons eventually reach thermal equilibrium. field, andD is known from the discretizations, which contains
The mean free path and the mean free time of the energy csmperatures at the previous time step and heat generation terms

riers are important in the heat transport analy&8]. The mean ; yarious nodes. We solve EQ.8) for ?using the point succes-

free path of an energy carrier is the average distance that e, overrelaxatiofSOR) numerical schemg25].

carrier travels v_vithout involving any _coII_ision with other_ carriers; |n order to properly account for “melting” and “evaporation”

the mean free time of an energy carrier is the average time that {38 |atent heats of fusion and evaporation need to be included in

carrier is “free” (i.e., the time required to penetrate a distancgg solution scheme. In solving the system of equations, the point

equivalent to the mean free pathf the size of the physical do- 5oR solves the nodal temperature one after another, which can be
main far exceeds the mean free path and the t!me scale is mid veniently modified to account for “melting” and “evapora-
larger than the mean free time, then macroscopic models, such;gs » |n our current solution scheme, the code detects any nodal
Fourier S law, are used to solve the heat transport phenorr_lenatel peratures beyond the “melting” or “evaporation” temperature
the physical length scales are at the same order of magnitude;asny given time step. If there are any nodal temperatures com-
the mean free path or the observation time is comparable to fi¢ed at a given time step beyond the specified temperatures, the
mean freg time, then special attention Shou.ld be paid to t.he Proid8de re-solves the system of equations with those nodal tempera-
gation of individual energy carriers, especially the collisions angh e fixed at either one of the temperatures, accordingly. With the
scatterings between carridi1]. ) newly solved temperature field, the energy balance is performed at
Mean free paths of electrons in materials are usually less thaR &1, node to determine the heat generation gy Each cal-
few na_nometers, and speeds of electrons are on the ordercQfteq Ugen is the energy required to maintain that particular
10° m/s; both depend on the energies of the electf@. This nodal temperature at the “melting” or “evaporation” temperature.
leads to mean free times for electrons on the order of femtRyte that at this particular time step, energies are still supplied by
seconds. Unlike electrons, mean free paths of phonons span figig:trons from the electron-beam to those nodes. A fractien
nanometers to micrometers depending on the temperature, gl calculated,,,) of the supplied energy is then used for sus-
their mean free times range from picoseconds to nanosecoRgiping the specified temperature while the rest of it is stored at the
since phonons travel at about the speed of sofid, 10 to  corresponding node to overcome the latent heat of fusion, fol-
10* m/s) [23]. In this work, the thicknesses of the gold film andowed by the latent heat of evaporation.
the quartz substrate are 200 or 500 nm andub respectively.  Once a node has enough latent heat, its temperature is allowed
For the metal where electrons are of concern, the thickness cefi-increase at the next time step. The stored heat never exactly
sidered far exceeds the electron mean free paths; therefore, éh@als the specified latent heats of fusion and evaporation because
transport behavior is spatially diffusivelike. In addition, we arghe increment time interval and hence the energy supplied are
interested in machining within nano-second intervals, which is fiked. Therefore, when an element overcomes the latent heat at a
a time-scale much larger than mean free times of the electrogien time step, the excess energy from the electron-beam is
hence, the ballistic behavior of electrons is not important. As @lded to the same element at the next time step, preventing unre-
result, the electronic thermal conduction should be macroscopilistic energy destruction.
within the gold film. Unfortunately, mean free paths for phonons
can be comparable to the thickness of the workpiece depending on
the temperature, producing questionable results if the macroscopic . .
approach is employed. In the context of this work, the temperatur@sults and Discussions
range(i.e., 300 K—3129 Kjinvolved is vast, and mean free paths . L . .
: : omputational Parameters. In principle, material properties
of phonons at the higher temperatures can easily be as small asu%I a")s the thermal conductivit)? thep specific he%tsp etc. are
few nanometers or even less, meaning that the phonon transpoﬁ I& d d iall ' hi licati ! h ) h
likely to be diffusive. em_pe_ratu:ce- ependent, espeuaﬁ/ in tkls_ app_lclatlon wI ereht e
Of the concerns regarding heat conduction at nano-scales, \é%r_;/atclggnog etedrggteeﬁzt#]rgezggicrmpsrésguv;lg rupéﬁgr?&ia?é%/e.tﬁess% ;rgg_
gﬁg'agl(y g:iﬁgnfg ngOrrleorLsi;ergc;(r)ectli:rti?;leaorl]éheg\?élciﬁleavpgliir;?cl% ies at temperatures beyond melting énd at various :alir pressures
variouspa roaches Whicz:h is bevond the scope of this work Syi re not readily available either theoretically or experimentally.
pproacnes, 1S bey P . : erefore, we use constant material properties at the ambient con-
temperatures in this application are undoubtedly high so that ba

. dition. In this work, gold is the selected workpiece, which has
the electron transport and the phonon transport could be diffusi . y iy !
and since electrons play the major role in heat transport with ngstl:tgn%ﬁ)ct?\jitlQ%S?Oolifgs{rf% ‘:‘/s/erﬁnclf gte?ktg\%c%lti?nygga-tﬁre
metals(although electrons and phonons can exist at different tem: meltin ter)r/1 (vevrature of qold is given as 1336 rfwhile i:[s
peratures), we assume the Fourier law is acceptable for the h Q‘F 9 P 9 g

conduction. Consideration of other models for more accura‘r%/f?ggtzgtr:ogf tge(;rdpgﬂt#(;evxllgvglleznzgﬁﬂ% ;—Eg ﬁr?]n?glgﬁlézd:;( ff7 4
electron-phonon transport will be carried out in future works. 848 [19]. Its atomic numbeZ) and the atomic weightA) are

The derivation of the energy balance for each element Withu‘g and 196.97 a/mol. respectively: the corresponding mean ion-
the workpiece and the substrate is not shown here since the pro- =79 » Tesp Y, P 9

cedures are fairly standard and well-knoy&#] except that the ization potential(J) is 0.790 keV[llo]. For the transparent sub-
heat generation term at each elememtrf) in the computational S&€ we select quartz, which haps=2,650 kg/mi, Cq

domain will include the sum of both the deposition of electro /62-85 J/kg-K, an&=1.77 WIm-K[24]. Atypical value of 1.5

. . Is assumed for the index of refraction of quaita8].
energy and the absorption of radiant energy. The incident profile of the electron-beam is a Gaussian distri-

Amn= Q2+ qrad . (17) bution with a 1/8 radius ofRgjecyon[26]. In this work, two beam
’ ' profiles are assumed; one of which is WRQecroi= 50 NmM, and
Solving the System of Equations and Accounting for “Melt-  the second is twice the forméire., Rgjectroi= 100 nm). The initial
ing” and “Evaporation”.  After discretizing the entire compu- energies of electrons originating from the electron-beam are con-
tational domain, the differenced equations for all the nodal poinsgdered to be either 4 or 6 keV. All the temperature distributions
are collected to form a system of linear equations. It is given are determined after about one nano-sec@m) of machining
matrix representation as process.
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Selection of the Computational Time Steps, Grid Spacings,
and Tolerances for SOR. If very fine grid spacing were adapted
in the simulations, a significant amount of computational time

would be needed for both the Monte Carlo and the conduction T
heat transfer simulations to converge. Since the computational do- i
mains for both models need to be overlapped, a finer grid on the 14007} = =
MC simulation would lead to an over-refined grid for the conduc- 12001 1l
tion problem. R

The computational grid requirements are determined after a _ 10007 =
number of preliminary numerical experiments. It is found that an “g son1 ,'
effective grid scheme usesr=1.25nm andAz=1.25nm with = T
10 percent increases in theand 5 percent increases in thayrid = 6007 A7
spacings starting frorm=Ng;+Ng, andn=N_;+N,,, respec- * 00 T
tively (see Fig. 2). The size of the uniform grid is taken to be =
either ( X z) = (400 nm>200 nm) or(400 nmXx500 nmwhen the 20077
thickness of gold film considered is 200 nm or 500 nm, accord-

ingly. These values keep the computational time reasonable while
maintaining acceptable resolutions for the MC predictions. A
change of temperature on the orddr oK is observed when
halving the grid spacings while holding other computational vari-
ables constant. Decreasing the grid stretching effect also inflicts a
temperature change of order 1 K. Th¢'s in the various simu-
lated cases are chosen in such a way that acc(iratewithin O(1

K)) temperature distributions are obtained. In addition, the con-
vergent tolerance for the SOR scheme is chosen to bé, Huar-
anteeing a convergence of the temperature distribution to within
O(1 K). As a result, we expect an overall uncertainty on the order
of 1 K for the temperature field in all our calculations.

Normalized Energy Density Deposited Due to Electron
Beam. Figure 4 depicts the electron energy deposited within

gold as determined by the MCM for two selected beam profiles *

(i.e., Rgjectror= 50 nm and 100 nmand two initial kinetic energies

of electrons(i.e., E,=4 keV and 6 keV). Each of the sub-figures
depicts the average result of five separate MC runs and the num-
ber of statistical ensembles was aboutxti®@ for each run to
ensure smooth spatial distributions. One important observation is
that by decreasing the incideRy, the peak amount of electron
energy deposited per unit volume within the workpiece increases
although the penetration depth decrea@e®(a) and (c) in Fig.

4). This might seem rather confusing since one might expect elec-
trons with higher initial energy to deposit more energy per unit
volume within the workpiece. Although more energy is deposited
within the workpiece, it is distributed over a wider space since
electrons penetrate deeper into the workpiece with higher initial
energy.

I
4
Similarly, when the incident electron-beam profile is wide, the Ir
incident electrons are more dispersed compared to the case wher 6001 B
the incident beam profile concentrates at the point of incidence. _ _ 1 gl
Subsequently, this causes the dispersion of the electron energy "z L
absorbed within the metal over a wider range; therefore, we ob- = 4007 [
serve that the energy deposited per unit volume within gold in Fig. "= 300"'3
4(a) is less than that in Fig.(®) near the axis of the incident - -
beam. 2007

Temperature Distribution Due to Electron Beam. Using

the normalized energy densities obtained from the MC simula-
tions, the temperature distributions were determined with the Fou-
rier law. We are interested in the material removal during a period
of about one nano-second; therefore, the conduction code runs
until the element at the origin evaporatés., latent heat of
evaporation is overcome aft> T, o= 3129 K). The temperature
distribution due to the electron energy deposited within gold for

._1.}

¥ x IU'I{nm

o)

000 T

40001
007
20001

00
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7007

1o

[']6
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(b)

the case wher&yeani=100 M andEy=4 keV (see Fig. 4(@))s Fig. 4 Normalized electron energy WX10° (nm~%) (see Eq.

illustrated in Fig. 5(a). The evaporated region is portrayed in3)) eoosited inside gold film Results are obtained from the
white color. The time required for evaporation to occur is found ffy,nte Carlo simulation in the electron-beam transport. The in-

be at about=0.9 ns for an electron-beam power of 0.5 W. Th@ident beam has a Gaussian profile in the  r-direction with (a) a
required current or the number of electrons needed per unit tiM@?2 radius of Reecyon =100 nm and the initial kinetic energy of
equals 125:A or 7.8x10* electrons/s for a power of 0.5 W at 4 Ey=4 keV, (b) Reecuon =50 M and Eg=4keV, and (€) Reiecton
keV. Since a 500-nm gold layer on top of a 4@ transparent =100nm and E,=6 keV.
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Fig. 5 (a) Temperature distribution  (K) within gold film at t=0.9 ns. The electron-beam impinges on the top of workpiece (i.e.,
z=0). A Gaussian beam profile is considered with a 1 /e? radius of Rgjecron =100 nm and an initial kinetic energy of ~ E,=4 keV. The
power of the beam is set to E=0.5W. The At used in the simulation is 0.005 ps. The thicknesses of the workpiece and the
substrate, which are gold and quartz, are assumed to be 500 nm and 10 pm, respectively. In the figure there is a sharp bending for

the isothermal lines at z=500 nm, which is where the interface of the two different materials. Note that this is the snapshot of the
temperature field right at the moment when the first computational element nearest the origin overcomes the latent heat of
evaporation and starts to evaporate. The small inset in top right-hand corner portrays an up-close temperature field for an area of
(rXz)=(120 nmX 120 nm) near the origin. (b) Temperature distribution (K) within gold at t=0.7 ns using the same conditions in
(@) except that  Rejecron =50 NM, Eg=4 keV, and E=0.305W. (c) Temperature distribution  (K) within gold at t=1.0ns using the

same conditions in  (a) but with Rgjecion =100 Nnm, Ey=6 keV, and E=0.615W.
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substrate was assumed, the isotherms bend sharghy 300 nm

as the material properties change at the interface. Note that the
figure portrays only the portion of the computational domain
where the highest temperatures exist. The element at the origin
where evaporation occurs is removed in the figure as shown by a
white spot at the upper left-hand corner.

Using the MC result given in Fig.(8), the temperature distri-
bution for an incident electron-beam Becyoi=50 NM is com-
puted and depicted in Fig.(®). In this case the power of the
electron-beam was 0.305 W and evaporation startdd-at7 ns.
Note that the beam has less power, yet evaporation occurs soone™
compared to the previous casee., Rgjectroi= 100 nm), demon-
strating that the required power for evaporation can be reduced
when the beam is narrow. It also indicates that the temperature of
gold film can be increased much faster at the origin if the electron-
beam is more focused, and that if wider machining area is desired,
then a wider beam should be used even though this slows down
the process and may require greater beam power.

Figure 5(c)shows the temperature distribution within gold film
att=1 ns for an incident electron-beam of 6 keV with an input
power of 0.615 W. It is obvious that increasing the applied voltage
tends to spread the electron energy over a deeper range sinceFifie 6 Temperature distribution  (K) within gold film at ¢
penetration depth is also increased; this in turn elevates the in[?lﬁ? ns. Both the electron-beam and the laser are considered.
power required from the beam. This is evident from the compar gfvé?p;t t%zr"’};“;tfrfs alr‘; t\rl‘\‘f ;ﬁ?i iso ég?:ea'?a';'ig'ss’of (a)'RThe
son betweerta) an_d(c) in Fig. 5. To compare the Cu.rrent reql’”reoi 300 nm from the z-a>'<is. With the assistance from the Iaserl,aSer
between the twd"e'z EO:_4 keV versus 6 ke\_/ W't_h the same e time required for the first element at the origin to evaporate
Rpeanms the evaporation time should be identical in both caseg.improved from t=0.9ns (as in Fig. 5(a)) to 0.5 ns.

Therefore, it is essential to determine the required input power for

the 6-keV beam to cause evaporatioria.9 ns instead of 1 ns.

An extra simulation with a beam power of 0.625 W was per-

formed, and it was determined that the evaporation time is at 0.8 ) ]

ns. Assuming a linear relationship between the time for evapo@\em area, and the .Fresnel reflection when the laser first enters the
tion and the power, it takes approximately 0.62 W for the 6-keVacuum-substrate interface, the laser power needed for this spe-
electron-beam to start evaporation at 0.9 ns as opposed to 0.5¥fic case is calculated to be about 1.5 W. Although this approach
for the 4-keV one. This leads to a current of 1@ for the can reduce the power required from the electron-beam, the thick-
former and 125uA for the latter. It looks as though the currentness of the workpiece is a limiting factor since the laser heats
required for achieving evaporation is actually reduced when th@m the back of the workpiece. In addition, the absorption of
beam energy increases. However, this preliminary conclusiéddiant energy in a metal is strong; therefore, the gold film thick-
should not be generalized since there are other factors affectit@ps needs to be as small as possible in order for the laser heating
the outcome such as the evaporation time and the thicknessemﬁect the material in the V|C|n|ty of the incident electron-beam.
the film. In-depth calculations and explorations are needed forFor the simulation results depicted in Fig. 7, the thickness of
further clarification of the affects of other parameters. the gold layer is 200 nm. The specifications of the electron-beam

Another interesting thing to note in Fig(d is that evaporation and the laser remain the same as in Fig. 6. In this case, the laser
first occurs layers beneath the surface creating the gold vapgating is more effective in reducing the power required from the
which is expected. It is clear from Fig(e) that the region with €lectron-beam. Figure(d) is the temperature field at about 1 ns
highest density of energy deposited by the electron beam is notdtere evaporation occurs at the origin for a reduced electron-
the surface but a few nanometers beneath it. However, the vapdp@am power of 0.25 W while Fig.() depicts the time required
trapped inside the material since the surface has not been evadfb-€vaporation as a function of various powers of the electron-
rated. At the instance the element at the origin is removed, thgam, with or without the use of a laser, for a 200-nm layer of
vapor is released, leaving a noticeable evaporated region as s@@ifl film. One obvious observation from the figure is that the time
in the figure. Further examinations on the temperature distribi@ evaporation is reduced when the laser is employed for heating
tions reveal similar trend in botfa) and (b) in Fig. 5 except that f_rom Fhe back of the workpiece. Notice also th_at the evaporation
the evaporated regions are smaller. Although it would be informHme increases as the electron-beam power is decreased. For a
tive to compare among the electron-beam powers or currents $6:0ng electron-beam, using a laser would not be necessary since
quired for various cases to evaporate the exact volume and shdpe,evaporation time is so short that the workpiece starts to evapo-

it is impractical since the penetration depth varies depending &¥e before the heat provided by the laser is conducted to the top.
the incident kinetic energy of the electron-beam. Only if both the electron-beam and the laser are directed to-

wards the same point of incidence can the most advantage of the
laser heating be obtained. This would require that both beams to

e obliquely oriented, which would require revisions to the model
[%at can be investigated in future work.

(nm)

Temperature Distribution Due to Electron-Beam and Laser
An alternative to reduce the power required from the CNT is
supply additional heat via a laser. To investigate this, addition
numerical Simu|ati0ns were Cal’l’ied out. Figure 6 ShOWS the tem'Transient Temperature of the Or|g|n Figure 8 shows the
perature distribution obtained with laser heating for the same cafansient temperatures of the element at the origin around an in-
ditions used in Fig. 5(a). To be consistent with other cases, tfiitesimal radius ofAr=1.25nm and a depth akz=1.25 nm
result given here is at the instance where the element at the origifyer different conditions. The descriptions of the various cases
evaporates. With the help of a laser heat flux of 289/’  can be found in the figure caption. In short, Case 1 sets the stan-
(=0qg) incident on the bottom of the gold layer within an area oflard for the remaining four cases. Case 2 refers to a more focused
a radius of R,se=300nm measured from the-axis, the time electron-beam Case 3 the inclusion of laser heating, Case 4 re-
required for evaporation is shortened fram 0.9 ns(as in Fig. duced gold thickness with laser heating, and Case 5 an electron-
5(a))to 0.5 ns. By coupling the laser heat flux required, the incbeam with higher incident kinetic energy.
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1.2 Fig. 8 Transient temperatures at the origin around an infini-
tesimal area with radius of Ar=125nm and depth of Az
& =1.25nm. The first case is set as the reference at which the
1.0+ = inputs for the electron-beam are  Rgecyon =100 nm, Ey=4 keV

and E=0.5W. The gold film thickness is assumed to be 500
#..WFG laser nm. The second has the same inputs as the reference except
0.8+ that the beam is focused narrower with  Rgecyon =50 Nm. The
third is the same as the first case but with laser heating. The

) power of the laser used is 1.5 W. The fourth has a gold film
0.6 thickness of 200 nm while the rest of the inputs are the same as

- & the third case. The electron-beam of the final case has

0.4 w/ laser o Relection =100 nm, Ey=6 keV and E=0.615W with the laser
' turned off.

Time to evaporation (ns)

0.2 ]
the power is increased to 0.615 W to reduce the cost while main-
0.0 taining the trend that the temperature at the origin as heated by a
02 0 0.4 0.5 0.6 lower-energy beam is lower at all timisee Cases 1 and 5).

Power of e-beam (W) ib)
Conclusions

Fig. 7 (a) Temperature distribution  (K) within gold at ¢ In this work, we investigated the possibility of achieving nano-
=1ns. Both the electron-beam and the laser heating are con- scale machining on a thin metallic film deposited on a transparent
sidered. The thickness of gold film is reduced to 200 nm and .
the power of the electron-beam is set to 0.25 W. The rest of the subs_trate. The ef_fects of S|multaneou§ electron and photon pro-
input parameters follow those given in Fig. 6  (b). The time re- ~ CeSsing are considered. The propagation of the electron-beam in-
quired for evaporation as a function of the input power from the side the gold film is modeled using a MC simulation while the
electron-beam for the 200-nm gold film. laser heating is treated as a one-dimensional problem. Both the
electron and photon energy accumulated inside the workpiece are
considered as heat generation in the conduction heat transfer
model. Hence, the temperature field inside the workpiece is pre-
dicted. The results show that a power input of half-a-watt supplied
from an electron-beam alone is sufficient to start local evaporation
It is observed that the transient curve shifts to the left as tiffing about 1 ns. This can be achieved by using eithd or
-keV electron-beam, provided the spatial distribution of the emit-

electron-beam is focused narrowsee Cases 1 and 2), indicatin electrons from the electron-gun is no greater than 100 nm and
that the transient temperature at the origin is always higher for%‘%gsely resembles a Gaussian distribution. With the help of fo-

latter case. This shows that a highly-focused electron-beam is (gu'sed laser heating, the power required from the electron-beam

sired in elevating local temperatures in this application and sho [:fm be reduced by a factor of 50 percent if the workpiece is
ening the evgporatlon time. When the !aser heating is used SImé’u'fficiently thin. Although a comprehensive theoretical frame
taneously with the electron-beam, it has no effect on g, is hresented here for predicting the power and current re-
temperature of the origin unti=0.15 ns at which the temperaturey ired for nano-scale machining, the model needs further modifi-
starts to increase more compared to that of the case where itigions, improvements, and fine-tuning for applications to real
excluded(see Cases 1 and 3). Certainly, the starting time for thgstems. Some of these requirements are briefly outlined below.
laser to aid the heating process at the origin can be reduced bythe accuracy of the electron energy deposition profiles pre-
decreasing the thickness of the workpiece, which can be evidgji¢ted using the MC simulation for the electron-beam transport
from the transient curve of Case 4. Note that all the cases have #a@ be further improved by employing a Discrete Inelastic Scat-
same input power for the electron-beam except the final cagging ApproachDISA) (see[27]for further details)instead of a

where the incident beam energy is lowered to 6 keV. This is b&ontinuous Slowing-Down Approadi€SDA), which we adapted

cause the computational cost required for the case where a 6-k@fe. The DISA uses the experimental optical data for the work-
electron-beam of 0.5 W is used is relatively expensive; therefoq@ece to treat all the scattering events discretely, which is more
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accurate than using the stopping power as in the CSDA, especially R, =
if the incident energy of the electron-beam is around 1 keV. In S =
addition, the propagations of secondary electrons as a result of the t =
inelastic scattering6.e., energy lost from the primary electrons of At
the electron-beam to the electrons inside the workpiecauld T =
further spread the incident energy from the electron-beam overa V =
wider volume, which is not accounted for in the current MC zZ =
model. Az =
The radiation losses and the pressure- and temperature- Z =
dependent material properties need to be incorporated in the cedp
duction modeling. With these effects included, the required power
for the electron-beam could either be lower or higher. If radiative ¢ =
losses were added, the required power is definitely higher since « =
the workpiece would lose hedf it is significant). However, it is A=
known that materials become more temperature-resistant as theho =
temperature increases; therefore, it implies that heat loss by con- 6 =
duction at the heating region would be reduced. As a result, the © =
input power needed from the electron-beam would be reduced as P =
well, which certainly benefits the case of using only the electron- Tel =
beam. Oeltotal —
The use of Fourier heat conduction model implies that both € =
electrons and phonons are at the same temperature. This approxi- ¥ =
mation needs to be replaced by a two-temperature madev) =

electron penetration randen)
distance of interactioim)
time (s)

time increment(s)
temperaturdK)

voltage(V)

z-axis(—)

grid spacing in z-directiorim)
atomic number—)

eek Symbols

azimuthal angldrad)

absorption coefficientm 1)

mean free path of electrorim)
wavelength of light in vacuunim)
polar angle(rad)

scattering anglérad)

density of solid(kg/m®)

elastic scattering cross sectiam?)
total elastic scattering cross sectiom?)
solid angle(sr)

energy depositetkeV)

= normalized electron energy density ™)

[23]. The TTM allows electrons and phonons to exist at differe’fypscripts

temperatures, which is important since the electron-beam first
transfers energy to electrons inside the workpiece and causes el-
evation of the electron temperature. Consequently, electrons exist
at a temperature much higher than that of phonons. Interactions
between electrons and phonons subsequently establish equilibrium
at which both immerse at a single temperati2@].
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= incident
= grid index in ther-direction
= grid index in thez-direction
= vacuum
= substrate

transmitted
workpiece

Superscripts

refers to electron transport
time step
refers to radiative transfer
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Thermal Center of Lyon (CETHIL), . .
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Villeurbanne Cedex,

« § Simple Models

Jean-Louis Barrat The thermal conductivity of nanometric objects or nanostructured materials can be de-
Laboratoire de Physique de la Matiere termined using nonequilibrium molecular dynamics (NEMD) simulations. The technique
Condensée et Nanostructures, is simple in its principle, and resembles a numerical guarded hot plate experiment. The
UMR 5586 CNRS, UCBL, “sample” is placed between a hot source and a cold source consisting of thermostatted

Bat. L. Brillouin, 43 Bd. du 11 Nov. 1918, 69622 sets of atoms. The thermal conductivity is obtained from the heat flux crossing the sample
Villeurbanne Cedex, and the temperature profile in the system. Simulation results, however, exhibit a strong

France dependence of the thermal conductivity on the sample size. In this paper, we discuss the

physical origin of this size dependence, by comparing MD results with those obtained
from simple models of thermal conductivity based on harmonic theory of solids. A model
is proposed to explain the variation of the thermal conductivity with system size.
[DOI: 10.1115/1.1777582

Keywords: Heat Transfer, Molecular Dynamics, Nanoscale

1 Introduction and solid interfaces. We show that the simulation results exhibit a

As with other transport or thermodynamic properties, the theSIrong dgpendence on sample size, and also on the type of bound-
mal behavior of nanostructured materials or nanoelectronic %ry conditions. In order to understand the physical origin of these

. : X . . ependences, we compare our simulation results with a simple
vices cannot be simply inferred by extrapolating macroscopic b proach based on phonon transport theory.

havior to small scales. Instead, when the typical size of the devic he type of effects we are interested in are generic in nature,

becomes comparable to interatomic distances, a discussion .
properties andpmodels at the atomic scale becomes essential %our study a methodological one. Therefore no attempt was
X - - e to model a specific material in a realistic manner. Rather, we
total conductance of nanowire or nanowire arrays, superlattices, . - . D '
Y P vor computational efficiency by using a simplistic model of par-

thin films and periodic thin film structures will depend on the. : . - -
thermal conductivity of each component and on the thermal res?lsc_lteesmilglt.eractmg through a classical, pairwise, Lennard-Jones

tance between them, all of which will be scale dependent. The ai
of experimental and theoretical studies is to predict or to measure

these characteristi¢d—14]. However, the best experimental reso-

lution is still larger than 100 nm. At smaller scales, atomistic

numerical simulation appears to be an appropriate tool to predict Eq(r)=4e
thermophysical properties.

Using atomistic modeling15,16], three methods are available
for computing thermal conductivities. The first one, mostly used
for bulk systems, is equilibrium molecular dynami@ddD) [17]
using the appropriate Einstein or Green-Kubo relations. This a
proach can be extended to the determination of contact resista
[18]. An alternative route is to use nonequilibrium molecular d
namics(NEMD) [19-21], and is more appropriate for inhomoge
neous systemg22]. The last approach combines a microscopi
determination of phonon dispersion relations with a transp . : ; . .
theory of the Landauer-Buttiker-typ@hich is generally used to th€ following will be given in Lennard-Jones units=1, o=1 and
calculate electronic transport properi¢23]. m=1. For the calculations, a modified version of the parallel MD

In this paper, we present NEMD simulations of heat transfer #Pde LAMMPS[24]was used. )
finite size structures. The technique mimics numerically a guardedFinally, we want to emphasize that our calculations are purely
hot plate experiment. The “sample” is placed between a h&lassical, .WhICh Ilmlts their app|l.CabI|.Ity to cases where hgat
source and a cold source consisting of thermostatted sets of atoffISPort is essentially phononic, i.e., insulators or bad electrical
The thermal conductivity is obtained from the heat flux crossingPnductors. ) , )
the sample and the temperature profile in the system. NEMD isThe paper is organized as follows: in the next section, we de-

therefore well adapted to study the influence of structural defecgribe our NEMD simulation method and we present the influence
of the boundary conditions, simulation parameters and system size

Contributed by the Heat Transfer Division for publication in tf@JBNAL OF on heat transfer and the thermal conductivity. Section 3 describes

HEAT TRANSFER Manuscript received by the Heat Transfer Division June 11, 2008 Semianalyticfil approach Use(_j to rationalize our results, and sec-
revision received May 17, 2004. Associate Editor: G. Chen. tion 4 summarizes our conclusions.

@

o4y

_Molecular dynamics simulations with Lennard-Jones potential
Ié%w to recover with a good accuracy the properties of the ele-
mnent of group VIII of the chemical periodic tablgare gas)
115,16]. Solid argon is considered as an example in this paper
hecause it has been previously widely studied with MD and lots of
Xperimental data are available in the litterature. All the results in
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) I X rection of heat transfer. Periodic boundary conditions are used
cold region N,a, in all directions. The dots indicate the thermostatted zones.
s X ] /
N,ao simulation box
a b choice of the temperature level is almost arbitrary. The average
Fig. 1 Geometric configuration of the simulations: (a) for pe- temperature should not be too high to limit the instantaneous
riodic boundary condition, the system and the simulation box variations and the problems that can be encountered for free sur-
have the same size; (b) for free surfaces, the size of the simu- faces boundary conditions. The average temperature of the system
lation box is larger than the system size and the temperature difference between the hot and cold region

are then equal to 0.2123 and 0.0274 in LJ units. This correspond
to an average temperature of 25 K for solid argon. A similar value

. . of 0.27 in LJ units for the average temperature was used by Lukes
2 NEMD Simulation Methodology and Its Influence ¢t 5 [25]10 study the thermal conductivity of thin films of solid

on the Thermal Conductivity argon. Under these conditions, the steady state is attained after

Several papers describe the methodology used to simulate IR@Ut 50,000 time stepslepending on the sizes of the hot and
transfer with NEMD. A hot thermal reservoir and a cold therma$0!d regions). Then the simulations last several hundred thousand
reservoir are used to create a temperature gradient in the systihe stepstypically between 500,000 and 1,000,000 order to
(Fig. 1). To create these hot and cold regions it is possible fgve a good accuracy on the temperature gradient between the hot
control the energy given or taken from the thermal reservoir eith@fd cold region and the heat fluxes. The method proposed by
by rescaling the velocity field of the hot and cold region or bjrukes et al.[25] to calculate the uncertainties has been imple-
exchanging particles between théh8,25—-27]. With this method, mented. This led to an uncertainty on the thermal conductivity
the heat flux is perfectly controlled and constant during the sim¥hich lies between 15 and 20 percent. )
lation. However, the temperature gradient is not controlled. We TWO important characteristics of the reservoirs must be well
used the alternative method of controlling the temperature of tHgderstood in order to avoid an incorrect interpretation of the
hot and cold region by rescaling the velocity field of these regiofémulation results. At first, the heat source and the heat sink can-
in order to maintain their average temperature constafet b_e considered as classical boundary conditions of a continuous
[11,14,18,28—30]. The total temperature gradient is perfectly cdRedium. They are part of the system, so that phonon modes are
trolled and the comparison of the heat flux given to the hot regigaracterized by the whole dimension of the system and not by
and taken from the cold region is a good mean to check that tit¢ size of the intermediate zones. Secondly, as a heat flux re-
simulation is energy conservative. Three simulation parametaglresatemperature gradient, if the thermal reservoirs are |sqther-
are important: the frequency of rescaling, the fraction of rescalifg@l then no heat flux can flow to or from them. So, there is a
and the size of the thermostatted zones. Their influence on f§8perature gradient within the thermal reservoirs, which depends
thermal conductivity is studied in section 2.1. on the heat flux.

As expected, temperatures and heat fluxes experience instantay 1 |nfluence of the Thermostatted Zones. Due to heat
neous fluctuations. The mean value of the heat fluxes and tefnsfer, there is theoretically no local thermal equilibrium. This
perature profile are calculated over a large range of time step aligfiilibrium is characterized by the Maxwell-Boltzmann distribu-
the steady state heat transfer has been reached. __tion function of the velocity. Actually, the deviation from the equi-

_ All the simulations are performed in a simulation cell containgpyiym distribution function is expected to be very smi@b] so
ing a FCC lattice of Lennard-Jones atoms at mass_densjpat jocal temperature can still be defined and calculated. In our
p~1.075 mb~. The lattice paramete, is equal to 1.5496. The ¢aqe  the instantaneous temperature profile inztidrection is

LJ inter-atomic potential of Eq(l) is_ used. For computational getermined from the temperature of each atomic layer inxty) (
reasons and energy conservation, this potential has been smooﬁg)ﬁes

cut-off at a distance @ The size of the crystal idl,ay, Nyay,

andN,a, in the x, y, andz-directions(Fig. 1). The hot and cold Nxy viz

regions are sets of atoms forming a slab parallel to thg)(plan T,= mz 3N k. (Nxy: number of atoms considergd
so that heat transfer is unidimensional in #hdirection. The size ' XyRb

of the simulation cell and the location of the hot and cold region )

depends on the boundary conditions that are used, as showniroaccordance with the equipartition principle.
Fig. 1(a)and 1(b). For periodic boundary conditions, the simula- The local velocity distribution function has been determined in
tion cell has the same size than the crystal. For free or fixedsystem during a heat transfer simulation. The system size is
boundary surfaces, the size of the simulation cell is larger than thea,, 10a,, and 1163 in the X, y, and z-directions. Periodic
crystal size by at least the cut-off distance of the LJ potential. Th®undary conditions are used and the thickness of the cold and hot
influence of the boundary conditions and the system size on tregions is equal to & . The temperature profile in the system
thermal conductivity are presented in section 2.2. during this simulation is shown in Fig. 2. As expected, the tem-
The time step used for all the simulations is equal to 0.001 erature profile in the thermostatted zones is not constant: it ex-
Lennard-Jones units. As the aim of the simulations is to study théits a parabolic shape as for macroscopic systems with heat
influence of the simulation parameters and the system size, 8mirces. For each atomic layer, the velocity distribution function
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Fig. 3 Velocity repartition function. Bold line: repartition func-
tion in the middle of the hot source. Thin line: repartition func-
tion in the middle of the intermediate bloc. In both cases, nu-

(0]

Fig. 4 Density of states D (in arbitrary units ) versus angular
frequency (Lennard-Jones units ). Line: results for system at
equilibrium; Diamonds: results for system with thermostatted

merical and theoretical repartition functions are superimposed. zones.

is compared to the equilibrium Maxwell distribution functigge] 2.2 Influence of the Boundary Conditions and System

at the same temperature. Two such distribution functions are priz€-- In MD simulations, the system is placed in a simulation
sented in Fig. 3, for layers taken in the middle of the heat sourf@x Of finite size. To predict bulk properties, the standard ap-
and in the middle of the intermediateot thermostattedzone. proach is to use periodic boundary conditi¢R8C), in which the
The two functions are different due to the temperature differencimulation box is periodically repeated in each directja5,16].

but visually, there is no significant difference between the numer1€ system is finite, but completely homogeneous.

cal distribution and the Maxwell-Boltzmann distribution. Actually, 10 Study properties of nanometric structures free surfaces are
the differences do not exceed 2 percent, which confirm the valigsed in all directions for a three-dimensional object, in two direc-
ity of local thermal equilibrium assumption. tions for a wire and in one direction for a film. The object is

The other effect that might be induced by the NEMD simuls€Mbedded in a much larger simulation oflg. 1(b)). Studying
tion method is due to the rescaling of the velocity field in th&olids und_er these conditions can be difficult since evaporation
thermostatted regions. If the rescaling significantly modifies tign resultin unwanted shape changes. To prevent the formation of
vibration modes, it would modify the heat transfer in the systefi€ vapor phase, the system can be delimited by either with a set
and the simulation results may not be valid. As already said, threkfixed (“dead”) atoms(hard wall) or with “phantom” atoms,
numerical parameters govern the rescaling: the period of resds-» Weak harmonic springs that bind the atoms located on the
ing, the fraction of rescaling and the size of the hot and coRystem surface to their equmt_)rlum position. The spring constant
region. In Table 1, the thermal conductivity calculated for a sy4s chosen such that the associated vibrational frequency is smaller
tem for different rescaling periods and fractions. The results shdfi@n the Einstein frequency, so as to minimize the influence of this
that the thermal conductivity does not depend on these paraf@nstraint on vibrational dynami¢48]. , _
eters. All the subsequent simulations used a systematic rescaling "€ thermal conductivity of a cube of dimensiar=Na, has
(period equal to the time step and rescaling fraction equa).to 10€en determined using NEMD. The cube size ranged between

The effective density of statése., the Fourier transform of the 108 t0 808. Four kinds of boundary conditions were used: pe-
velocity autocorrelation of a partioldhas been determined for afiodic ?ound?ry surfaces in the three directions, free surfaces with
system at equilibrium. It is compared to the density of states off¥ed (“dead”) atoms, free surfaces with phantom atoms in all
system with a heat source and heat sink such that the averifyfge directions, and unconstrained free surfaces. Due to the
temperature of the system is also equal to the temperature of §t@poration problem mentioned above, only one reliable data

system at equilibrium. The two curves are superimposed in Fig.RQint could be obtained for the unconstrained case. Figure 5 com-
res the results for the thermal conductivity obtained with these

Our conclusion is that the thermostats do not significantly modi%I - ! !
the microscopic dynamics of our system, and are therefore appfferent boundary conditions, as a function of system size. The
error bars are plotted assuming the maximum uncertainty of 20

priate for performing heat transport simulations. : i Lo
For a system of size equal to &pin all directions, with peri- percent. Free surfaces with dead or phantom atoms yield, within

odic boundary conditions, the thermal conductivity was calculatdtmerical accuracy, the same conductivity, which confirms the
for two sizes of the thermostated zonesad@nd 15z, and no results obtained by Lukes et &R5]. The thermal conductivity is
significant differences were foun@ig. 5). However, the results

exhibit a large dispersion if the number of free atoms between the

thermal reservoirs is too large because the system then requires 120 -

more time to reach the steady state. 0
£ 801
=1
= 60
Table 1 Influence of the rescaling factor and period on the i 40 |
thermal conductivity. System size: 10 a,, 10a, and 116 a, in the 2 |
X, y, and z-directions. Periodic boundary conditions are used X
in the x and y-directions, fixed boundary atoms in the 0 T y " ‘
z-direction. Thickness of the cold and hot regions equal to 8 a,. 0 20 40 6o 80
L/ag
thermal
rescaling period rescaling fraction  conductivity (LJ unit) Fig. 5 Thermal conductivity in LJ units as a function of the
1 1 41+/—8 system size. Line with squares: periodic boundary conditions.
10 1 45+/—9 Empty square: result for another thermostat dimension. Line
100 1 42+/-7 with circles: free surfaces with dead atoms. Stars: free sur-
1 0.1 45+/-8 faces with phantom atoms. Empty circle: result for a system

with really free surfaces.
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0.04 The internal energy of the phononK,p) per unit volume is
0,035 - the product of the number of phonons and their individual energy
0,03 | [37,38]:
0,025
< 002 ho(K,p)
~ 0,015 | U(K'p):m @
0,01 (e*~1)
0,005 - which leads to its volume specific heat
0 002 004 006 008 01 012 074 JU(K,p) o eX
C(K,p)= =KpX 5
alL (K,p) 0T X e 1)? ®)
Fig. 6 Inverse of thermal conductivity as a function of the in- The total volume specific heat is then equal to the sum over all the
verse of the system size. The extrapolation of the regression wave vectors and polarizations
line to an infinite system size gives the bulk thermal conductiv-
ity. e*
C= Kox>——— (6)
zp: EK: " V(er—1)2

smaller for the periodic boundary conditions than for free suff @ were constant then the expression for the volume specific

faces. The difference is systematic, but remains in the uncertaifi§at would be the same as the one given by the Einstein model.

domain. Using elementary kinetic theory, the thermal conductivity in a
For free surfaces and periodic boundary conditions, the therngectionx associated with the phononk (p) can be written as

conductivity exhibits a strong dependence on the system size. Thi¢,38

variation can be explained by the increase of the number of modes _ 2

when the system size increases. This “mode counting” effect is in M(K,p)=C(K,p)o*(K,p)7(K,p)cos(6(K)) ™

principle similar for periodic boundary conditions and system&ith v the group velocity of the phonon&(p):

with free boundaries. The other explanation of the size influence v(K,p)=dw/dK ®)

on the thermal conductivity is the possible increase of the phonon ’

mean free path when the system size increases. For small systeand,7(K,p) the phonon relaxation time.

if the phonon mean free path due to phonon scattering is largerThe total thermal conductivity is then the sum of the individual

than the system size then phonons will be more frequently scatnductivities for all the wave vectors and polarizations:

tered. This is quite obvious for systems with free surfaces, but for

systems with periodic boundary conditions, this effect has not )\XZE E A (K,p)

been clearly pointed oyB3-35. As the thermal conductivity is K b

smaller for periodic boundary conditions, this would mean that

periodic boundary conditions result in stronger phonon scattering _ 2

than free surfaces. This point will be discussed in section 3.3. ; 2,) C(K.P)w*(K,p) (K p)cos (6(K)) ©

Plotting the inverse of the thermal conductivity as a function OIE o ) . .
the inverse of the system size results in a nearly linear relatiofi-{N€ material is isotropic, and if the group velocity and the re-

ship, both for free and periodic boundary conditions. This Iine%iflxation time are assumed to be constant, the classical expression
behavior can be predicted from the analytical analysis in part 3/8" the thermal conductivity for an infinite system is obtained

The bulk thermal conductivity is obtained from the extrapolation 1 1

of the regression line to system of infinite lengffig. 6). The A= §v272 > C(K,p)= §Cv27' (10)
difference between the two asymptotic values is less than ten per- Kop

cent. Using the potential parameter of Argoa/K,=120K, The thermal conductivity is constant and does not depend on the
0=0.34 nm)the bulk thermal conductivity is found to be equal tosystem dimension. So, to illustrate the influence of the system size
1.4x25 percent W/(mKat 25 K, which is in good agreement with o, the thermal conductivity, it is necessary to take into account the

the value found in the literaturél.2 W/mK at 30 K increasing actual variation of the group velocity and the relaxation time with
when the temperature decregsg36]. The minimum cube size the wave vector.

with an accuracy better than 3 percent is determined using th€comes an integral, which is most conveniently re-expressed us-
extrapolation curve: it is equal to 11a0for a system with peri- jng a change of variables from waveveckoto angular velocityw

odic boundary conditions and 589 for a system with free sur- (through the dispersion curve and density of stafese result for
faces. These systems are much too ldrgere than 1®atoms)to ) reads

be considered for MD, which justify the use of smaller systems

and the extrapolation procedure. #2 oR ) 2ghwlkyT
N=——— V() T1(w)D(w) —————do
3ka2Vmo| 0 (efzw/ka_ 1)2
3 Simple Models for the Size Dependence of the Ther- (11)
mal Conductivity This expression has been used by Rosenblum ¢83a].for ex-

ample, with the assumption of constant group velocity, to compute
thermal conductivities of diamond crystals. It was named the
“Phonon Spectrum’(PS)method since it requires the knowledge
of the density of stated)(w), which can be determined previ-
ously from equilibriumMD. For a perfect crystal, a general ex-

3.1 Analytical Expression of the Thermal Conductivity
In a system of volum& at temperaturd, the number of phonons
with wave vectorK and polarizationp is given by the Planck
distribution function[37,38]

1 pression representing the phenomenological variation of the relax-
(Nkp)=—7— (3) ation time is used
(eX7 1) -1 -1 -1
with x=%w(K,p)/k,T and wherew(K,p) is given by the disper- T @)=y (o) 1ac(w) (12)
sion curve. with the relaxation time due to the Umklapp proceds339]
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0 (@) =Aw?T¢ exp( —B/T) (13) —3mlag<Ky+K,—K,<3m/a, (21)

and the relaxation time due to the presence of the system —3mlag<—K,+K,+K,<37/a, (22)
boundaries
1 ol (aA 14 (the wave vector are in a cube
Tgc(w) =v/(ah) (14) (These later conditions allow the truncation of the cube on its
An other empirical formuld40] was proposed forgc eight corners). 3
. Equations(19)-(21) and the conditions om,, n,, n, (Egs.
Tgc(w)=v*(1—-8)/A (15) (15-17%) allow the wave vectors to belong to the first Brillouin

where s represents the fraction of all phonon specularly scattefay. of an FCC structure, which is a cube truncated on its eight
from the bgundar surfacess [071])pHereA ig the digtance ner in the reciprocal spag&7]. The number of wave vectors is
y < ; . equal to N,N,N, which is the number of atoms. To simulate a
traveled between two scattering events by the boundaries. Y DN e fid
Rosenblum et al.33]assume\ to be constant and equal to theCUbe‘Nx_N-y_- N, for a nanofilm:N, is finite andN, and N,
" : d equal to € to and infinite value. For a nanowifé;= N, andN, tends to
characteristic length of the system, B, & « are identified in an infinite value Y
\c/’;?ueé t(_)”f]';'ghg ;ﬂ&uggtzﬂéc\gmae‘l C?Q&gﬁgﬁ'tgft?hgntfgfnig{nc%rg? If the same crystal now have fixed boundary surfaces, the wave
o o ) prex 1 vectors describing the crystal vibrations are linear combination of
ductivity of an infinite medium(L infinite leads torgs(w)=0),

or of a finite object with characteristic lengthin the three direc- Ky =pym/(Nag) with n,e[1,2AN,—2)] (23)
tions of space from the knowledge of the density of state and a
few experimental values. As shown in the previous section, the Ky=pym/(Nag) with n,e[1,2AN,—2)] (24)
density of states can be calculated from simple molecular dynam-
ics simulation at equilibrium. This method requires much less K,=p,m/(Nag) with n,e[1,2N,—2)] (25)

CPU time than NEMD and the results do not depend on the way
heat transfer is simulated. However, the continuous integral owand
the angular frequency range implies the following:
} Kyt+K,+K,<37/ay (26)
1. The phonon properties do not depend on the wave vector
direction. SinceA is assumed constant for all wave vectorsThe number of wave vectors is still equal the number of atoms:
it is then not possible to study the size effects in nanowireaN®, But for fix boundary conditions the wave vectors are con-
or nanofilms. For such structures, is a function of the fined in 1/8 of the Brillouin zone of the FCC structure due to Eq.
wave vector direction and can be considered infinite in on@6) and the conditions om,, n,, n, (Egs. (23)~(25)). We
or two directions. choose to calculate the thermal conductivity of the cube with fixed
2. The number of modes is infinite. The number of modes isoundary surfaces and with periodic boundary conditions, so that
equal to 3N—3 wherdl is the number of atoms in the sys-N,=N,=N,=N. For fixed boundary condition, the real cube size
tem. If the system size is small, the sums in E).can not that must be considered is equal %+ 2)a, in order to take into
be accurately transformed into a continuous integral. account the external layer of atoms that are fixed.

To calculate the thermal conductivity of small systems, it seenasa-lgl‘ﬁaﬁstﬂzrzgnu?:rﬁ;% ct)if1 ?rgrgz chll:)lgi t?ees lf((;]roévanc;\nvx?a[sgrvteoc-
therefore preferable to use E@) which contains more informa- 9 group

tion on the wave vector: the number of modes, the group veloci%ar' Assuming an harmonic crystal, there are one longitudinal
the relaxation time, the angular properties and their variation wi ode ) and wo degenerate transverse modeg (for each

the wave vector direction. This should in principle allow fopvave vector direction, which can be modeled as
proper inclusion of size and geometry effects, both in the mode

counting and in the scattering. This method will be described in wt(K):wMISin(z i) (27)
the following as the Wave Vecto&VV) method. 2 Ky

3.2 Vibrational Properties of Argon. The thermal conduc- (7T K
tivity has been calculated with th&'V method(Eq. (8)) for a cube o|(K)= oy sin Ky (28)

made of solid argon in order to compare W/ model results to
the NEMD results for periodic boundary conditions and fixeghe associated group velocities are given by the first derivative of
boundary surfaces. For the periodic boundary conditions, tWRe dispersion relationéEg. (8))
other geometries are studied: a nanofilm and a nanowire. To
implement Eq(8), vibrational properties of argon must be known.

Solid argon has an fcc structure which unit cell is described by Vi(K) =V COS(
the three primitive vectorsa;(0,a0/2,a5/2), a,(ay/2,0,8/2) and
as(ap/2,a5/2,0) wherea, is the lattice parameter of the conven- - K
tional FCC cell. For a FCC crystal of dimension Vi(K)=Vyy, cos{— _) (30)
(Nxao,Nyag,N,a,) in the x, y, and z-directions, with periodic 2 Ky
boundary conditions in the three directions, the wave vectors
scribing the crystal vibrations are linear combination of

T K
) (29)

2 Ky

dl‘—eor simplicity, it is also assumed that the dispersion curves are
isotropic, withKy, the maximum wave vector length in the first
Ky=2n,m/(N,ag) with n,e]—N,,N,] (16) Brillouin zone. Considering the data for Argon in the literature
[37,41], the maximum angular and group velocities are equal to

Ky=2nym/(Nyao) with nye]—Ny,N,] a7)
_ oy =1.35 10° rad/s and
K,=2n,m/(N,ay) with n,e]—N,,N,] (18)
and vy =1800 m/s for the longitudinal mode and
_37T/a0<KX+ Ky+KZ<3’7T/aO (19) wMtZO.kaw and
—3mlag<Ky—Ky+K,<37/a, (20)  y\y=0.6vy for the two transverse modes
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The normalized values of the thermal conductivity obtained
from NEMD simulations has also been plotted on Fig. 7 to be

2 07 compared with the analytical results. It is clear thatderl, the
: ::; o analytical model does not allow to recover the NEMD simulation
< y = 04 results. Fors=0, there is a good qualitative agreement between
7 Y by the analytical and NEMD results. The relative variations are of the
~ e ﬁ? 01 same order of magnitude and the thermal conductivity of the cube
j(i g 20 % 60 50 wo  With fixed boundary condition is greater than the one of the cube
L,=Na, Lao with periodic boundary conditions. This result is quite surprising
L~L,~L~L=Na, since, as s is interpreted as the fraction of the phonon specularly
scattered at the boundaries, it means that for periodic boundary
Fig. 7 Normalized thermal conductivity of a cube as a function conditions, phonons are diffusively scattered at the boundary sur-
of its characteristic length. Comparison between the WV model faces. This is an unexpected conclusion since with periodic
(full lines) with NEMD (dashed lines ) for periodic boundary boundary conditions, wave modes should remain coherent. This
cqnditio_ns _(Iines with squares ) and fixed boundary surfaces point certainly need further discussion.
(lines with circles ). Quantitatively the variation of the thermal conductivity due to

the boundary conditions is much larger with NEMD than with the
. L WV model, and the asymptotic value is reached for smaller sys-
Using Eqs(12), (13), and(15), the relaxation time can be writteniem sizes with NEMD than with the WV model. These differences
as can easily be explained by the following assumptions, made in the
7 HK)=AwX(K) T exp(— BIT) +v(K)* (1—8)/A(K) WV model, and which may in fact not be validl) vibration
(31) modes are plane waveg) the system is harmonic, an@) the
. - honon properties do not depend on the wave vector direction.
For a cube A(K) is equal to the characteristic length of the cubeygie 150 that we have used the same value of the scattering
But, for the wire and the_fllmA(K) is defined as the maximum parameter s for the two situations. By adjusting the value tof
length @ wave can travel in the system between two boundaries, [f jytermediate value, it would of course be possible to increase,
is then calculated for eacé‘h wave vect_or dlrectlo_n. At a given teny the wv model, the difference between fixed and periodic
perature, the value oAT® exp(—B/T) is determined so that thepgundary conditions, so that th&/V results would be qualita-
asymptotic value .of.the therma] conductivity calcula}ted with thﬁ*\,e|y closer to the NEMD results.
WYV model fqr_an infinite length is equal to the experimental ther- another important difference betwedhD andWV model lies
mal conductivity of Argon K= 1.4 W/(mK) at 25 K). All the i, the specific heat. In molecular dynamics simulations, the energy
results are normalized by this bulk value. of each vibration mode is equal tQT. This leads to a constant
3.3 Results for Nano-Particles. The thermal conductivity SPECific heatk,, for all the vibration modes. Actually, as phonons
is calculated for a cube of Argon at 25 K for the two Iimitingfo”ow the Planck distribution function, the specmp heat depends
values of the scattering parameter=1 ands=0 (Fig. 7). For ©On the wave vector and the temperat(ie. (3)). This effect can
symmetry reasons, the thermal conductivity is isotropic. The dj€Ver be taken into account in classi¢aD simulations. Using
rection is then not specified. the WV quel and assuming a constant specific heat fpr all wave
Fors=1: only specular reflections occur at the boundaries. FYECIOrs, it is clear that the equipartition of energyM simula-
this value of s, the relaxation time is not govern by the presencelnS léads to an overestimation of the thermal conductivity; we
the boundary conditiond&q. (31)). This condition is used to study h_ave chec_ke_d, h_owever, thz_it the relative variations with system
the influence of the number of wave vectors on the thermal copiz€ are similar if the classical formula, rather than the correct
ductivity, independently of the system geometry. This is of courdd@nck distribution, is used for the specific heat. This is reason-
an artificial construction, which cannot be directly compared @P!e. since finite size effects are dominated by long wavelength
MD simulations. The thermal conductivity of this cube made of aRhonons, for which the classical formula is most accurate. More-
FCC solid argon is smaller than 0¥, for a dimension less ©V€" at high temperature, the phonon specific kgt (3)) tends
than 50g for the periodic boundary conditions and BgCor the to ky, so that the error ".MD s[mulatlons due to this classical
fixed boundary surfaces. Above these dimensions, mode countffgRtment of lattice vibrations will decrease.
effects can reasonably be neglected. The thermal conductivity of3 4 Results for Nano-Films and a Nano-Wires. As the

the system with free surfaces is smaller than the one of the pajjry model qualitatively reproduces the size dependence of the
odic system: for periodic boundary conditions, the first Brillouifhermal conductivity of a nanoparticle, we have extended it to
zone is uniformly sampled while, for fixed boundary surfacestudy the size dependence of the thermal conductivity of nano-
wave vectors are not allowed on the limit of the first Brl”OUInf”mS and nanowires. On|y periodic boundary conditions are con-
Zone. sidered since the difference with fixed boundary surfaces is small.

Fors=0: phonons are diffusely scattered at the system boungie scattering parameter s is equal to zero. Films and wires actu-
aries. The relaxation time is then influence by the system(&ige ally have two characteristic lengths:

(31)) through the value of\(K). The smaller the system size, the ] o o
smaller the relaxation time. This leads to a smaller thermal con-1. The thickness and the characteristic dimensidnin the
ductivity than in the bulk value. Assuming tha{K) is equal to (y,2) plane for the nanofilniFig. 8(a)). -

the characteristic system size assuming a constant relaxation 2. The characteristic length 1 of the wire sectiamthe (x,y)
time 7, due to the phonon-phonon scattering process, a constant Plane)and the length_ of the nanowire in thez-direction
group velocityv and an isotropic system, then substitutir(dk) (Fig. 9(a)).

by its expressioniEq. (31)) in Eq. (9) gives If the thickness of the film and the section of the wire were
1 large toward the interatomic distance and the phonon mean free
A= §Cv2/(751+v*(175)/L) (32) path due to the Umklapp process, then the systems could be con-
sidered isotropic as for macroscopic material. However, as long as
which shows that the inverse of the thermal conductivity shoulése are concerned by nanowires and nanofilms, the thermal con-
at first order, depend linearly on the inverse of the system siztuctivity does not remain isotropic. For symmetry reason, the
This dependence has been recovered from the MD simulation teermal conductivitiesh, and A, in the x andy-directions are
sults (Fig. 6). identical and might differ from the thermal conductivity in the
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z-direction. The thermal conductivities in the directions parallel to
the larger dimension,(e,L)=\,(e,L) for the film and\ (1)

for the wire are calculated within thé/VV model for increasing (©
values ofL (Figs. 8(b)and 9(b)). On these figures, the therm
conductivity appears to diverge for large valuesLofat fixede

Vag

alliig. 9 Normalized thermal conductivity of a wire (a), as a func-

and 1. The divergence becomes evident wheand | decrease. ti_o;oggL for two values of 1 (b), and as a function of 1 for L
Such a divergence is typical of low dimensional systg#®y, and ~ 2 (©)

results from the particular role of the wave vectors that are paral-

:fI_t(?(th_eoloiﬂgtﬁrédvlvrﬁg?s'lzocﬂ.%,etggs\ﬁa\\llvg\%zgo?slnbtgﬁr:gr;, V\gtcgtt tonic behavior illustrates the difficulties encountered in extrapo-
XY ’ ) ’ ) y eIBting data obtained over a limited range of sizes in the range of
ing is absent, and the sum ove(k,) (film) or k, (wire) yields nanometric scales

a divergent integral in the limit of large. In practical cases, this The thermal conductivity in the direction perpendicular to the

divergence(which, in our model, is actually slightly overesti- . . !
mated[30]) will be cutoff either by the device dimension or by af|Im surface,\,(e,L), does not depend on the size of the film but

typical distance between defects in the larger dimension. strongly depends on it thicknegsig. 8(c)). Due to the boundary

For a value ofL=2000g, (arbitrarily value corresponding to a scattering,\,(e,L) is smaller than the in-plane thermal conduc-
typical device size of 1 micrometerthe thermal conductivities tivity of the film. As the film thickness increase, the thermal con-
Ax(e,L)=N\y(e,L) for the film and\ (1L ) for the wire have been ductivity becomes isotropic. o _
plotted as a function of and | (Figs. 8(c)and 9(c)). For the same Similarly, for the wire, the thermal conductivity in the section
characteristic lengtfi ande), the thermal conductivity of the film pPlanX,(1,L)=\,(1.L) does not depend on the wire length, but on
is larger than the thermal conductivity of the wire. This is exthe section size. Its value is smaller than the thermal conductivity
pected, since boundary scattering is stronger in wires. An intereitthe z-direction. We also see that as the section size increase, the
ing feature is the non-monotonic behavior with the lateral charaermal conductivity becomes isotropic.
teristic size. A or | decrease, the conductivity first decreases .
the scattering by boundaries becomes more efficient, but eventu- Conclusion
ally increases again at small thickness, when the low dimensionaNEMD is one of the possible tools for determining the thermal
character and the associated divergence prevail. This nonmooonductivity of a material on an atomic scale. Even if NEMD is
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= largest dimension of a cube, a wire and fiim)
= mass(kg)

indice for the mode counting

number of unit cell

indice for polarization

widely used, its reliability has sometimes been questioned. In this
paper, the influence of the thermal reservoir, the boundary condi-
tions and the system size on the thermal conductivity is studied by
use of NEMD simulations of an fcc structure and a Lennard-Jones
potential.

<S4~ Z53T1
Il

It has been shown that, when the thermal reservoirs are thermo- = time (s)
statted with a systematic velocity rescaling, the density of state = temperaturdK)
remains the same as the one obtained for an equilibrium system. = sound velocity(m-s™1)
Moreover, the temperature gradient between the thermostats is = volume (m°)

~—
I

linear and the local velocity distribution function is nearly the A
Maxwell distribution function(the difference are smaller than 2
percent. Thus, it is believed that the local thermal equilibrium is
achieved everywhere in the system. The thermal conductivity can
then be calculated from the temperature gradient and heat flux. angular frequencys™

An analytical model of the thermal conductivity is developed in = zero energy distance of the Lennard Jones potential
order to give qualitative explanations of the thermal conductivity (m)
variations with the system size. In this model, the total thermal 7 = relaxation time(s)
conductivity is considered as the sum of the individual thermal 6 = angle(rad)
conductivity of all the phonon modes. This is the Wave VeCt%ubscript
method. The phonon properties required are determined from the o
literature data for Argon, in order to compare the WV model reX, Y, z = direction
sults to NEMD results. All the wave vectors should be character- | = longitudinal
ized but, for simplicity, the thermal conductivity has been calcu- t = transverse
lated assuming that phonon properties are the same for all the
wave vector directions.
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Three-Dimensional Instabilities of
Natural Convection Flow in a
Vertical Cylinder With Partially
Heated Sidewall

The three-dimensional axisymmetry-breaking instability of an axisymmetric convective
flow in a vertical cylinder with a partially heated sidewall is studied numerically. The
central part of the sidewall is maintained at constant temperature, while its upper and
lower parts are thermally insulated. The dependence of the critical Grashof number on
the cylinder aspect ratio (Aheight/radius) is obtained for a fixed value of the Prandtl
number, P=0.021, and fixed length of the heated central region, equal to the cylinder
radius. Three different modes of the most dangerous three-dimensional perturbations,
which replace each other with the variation of the aspect ratio, are found. Comparison
with experiment shows a good agreement at the aspect rati® Aand 12, while at A

=4 a significant disagreement is observed. Possible reasons for this disagreement are
discussed. At A4, the dependence of the critical Grashof number on the Prandtl number
is studied in the range €©Pr<0.05, to rule out the possibility that the disagreement is due

to uncertainty in values of fluid properties. The similarities and differences of instabilities
in the cylindrical and rectangular geometries are examined. The computations are carried
out using two independent numerical approaches, which cross-validate each other.
[DOI: 10.1115/1.1773588

Keywords: Convection in Cylinder, Heat Transfer, Numerical Methods, Stability

Introduction on conditions that are axisymmetiiwhich is usually the case in
Axisymmetry-breaking bifurcations of axisymmetric convecy Y crystal growth devicgsbut lead to the appearance of a
“finite amplitude convective flow at any nonzero temperature gra-
. S S - CU%lent applied. The numerical study of the stability of such flows
with cor)vectlve |nstab|I|t|es.|n various cryst.all growth dev'ce?equires special numerical methofl2—17, which include the
[1-3] Smcg the ‘?‘?‘F'V expen.mer'ns of Hurﬂg] it is kr)own that calculation of an initial axisymmetric steady finite-amplitude con-
convective mstat_nlltles res_ultlng in supercritical Qscnlatory f_|°W§/ective flow and then the analysis of its stability with respect to all
lead to an undesirable lattice structure of a growing crys@tli- ,ssible infinitesimal three-dimensional bifurcations. The study of
tional examples can be found [d,2]). Thus, the numerous andihe axisymmetry-breaking instabilities of finite-amplitude steady
continuing attempts to produce high-quality crystals aboard @nyective flows began with the analysis of secondary instabilities
spacecraff5] are mainly motivated by the possibility to avoidof finite-amplitude flows in the Rayleigh-Bard configuration
instabilities of buoyancy convection in the microgravity environf7,18—20]. More complicated heating conditions were applied in
ment. Both ground-based and microgravity crystal growth tecipo—24. Most of these studies approached the transition to three-
nologies need tools for the investigation and control of stabilityimensionality by unsteady nonlinear three-dimensional solvers,
Numerical modeling can be used for parametric studies, whigbhich lead to heavily CPU-time consuming calculations and do
may be impossible or unaffordable in laboratory experimentsot allow a parametric investigation of the stability properties of
Such numerical results must be validated. This is done by cotve flow. A numerical method for a comprehensive three-
parison either with experiments which are rare or with indepedimensional stability analysis of convective flow under arbitrary
dent numerical results. In the present paper we perform a pasxisymmetric heating conditions was proposelis,20]and was
metric three-dimensional stability analysis by two independensed for a parabolic temperature distribution on the cylindrical
numerical approaches and compare our results with previousigewall in[23].
published experimental dafé]. We show how the stability prop- Among many numerical studies of three-dimensional convec-
erties of the flow change with the governing parameters, and dii/e flows arising from various axisymmetric heating conditions
cuss physical mechanisms responsible for the instability onset di¢-9,18—24], a comparison with experimental results is reported
possible reasons of a certain disagreement with the experimer@nly in [17,18,20,21,24nd the agreement, as a rule, is only
Studies of three-dimensional axisymmetry_breaking Convec’[i\%la“tative. It was shown that the stab@lity properties of convective
instabilities started from a relatively simple model of instability oflows are strongly dependent on variations of geometry and the
a motionless conducting state in vertical cylinders heated frofffandtl numbef25-27. A similar stiff dependence on a variation
below (Rayleigh-Baard configuration[7—9]. However, from the ©f the heating conditions can also be expected. Therefore, to com-
practical point of view, the consideration of more complicateBare numerical and experimental results it is necessary to repro-
heating conditions, which result in a developed convective badece correctly the Prandtl number and the boundary conditions in

flow state, is needefll0,11]. In this paper we focus our attentior® Numerical model. ) ) -
In the present paper we carry out a three-dimensional stability

Contributed by the Heat Transfer Division for publication in tf@BNAL OF analysis, similar to that ii23], for a configuration of an experi-

HEAT TRANSFER Manuscript received by the Heat Transfer Division July 1, 2003Ment that was focused on the axisymmetry-breaking instability of
revision received April 12, 2004. Associate Editor: P. S. Ayyaswamy. an axisymmetric convective floj]. Natural convection in a ver-
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tical cylinder, whose vertical wall is heated in the middle and is z
thermally insulated above and below the heated zone, is consid-
ered. The top and bottom are maintained at a constant “cold”
temperature. This configuration is associated with floating zone
crystal growth[6]. Following the experimental setup we fix the
size of the heated zone to be equal to the cylinder radius and the H
Prandtl number to be 0.02the experimental liquid was gallium
and compute the dependence of the critical Grashof number on the
aspect ratio of the cylinder. Together with this dependence we
obtain the patterns of the most dangerous perturbation and in the
case of oscillatory instability—the frequency of oscillations at the
bifurcations points. Similarly, we fix the aspect ratio to béfe
reason for this choice is explained beloand calculate the de-
pendence of the critical Grashof number on the Prandtl number.

Two independent numerical approaches are used to solve the
problem. One is based on the global Galerkin method as described
in [15]. It was successfully used [20,23]for similar problems.
The other, which is the main approach used here, is based on the

A

é 0= ecolaf

T
second-order finite volume discretization and uses the Newton and 3 0= 00

0

00
or

—

Arnoldi iteration techniques to solve for the steady states and for
the leading eigenvalues and eigenvectors, respectively. The results
obtained by the two independent numerical approaches cross-
validate each other over the whole intervak2<8 considered,
where A= height/radius is the aspect ratio.

Our calculations show that at £6.021 there are three different
three-dimensional perturbation modes, which replace each other
when the aspect ratio is varied between 2 and 8. Comparison with
the experimental resul{$] is possible only for the aspect ratios
equal to 4, 8, and 12. The comparison shows a very good agree-
ment in the value of the critical Grashof number and the pattern of
supercritical three-dimensional flow At=8 and 12. A disagree-
ment between the computations and the experiment is observed
for A=4 and is attributed to the secondary instability of the three-
dimensional flow that develops after the numerically predicted )
steady axisymmetry-breaking bifurcation. Fig. 1 Geometry of the problem

The stability of convective flows in a two-dimensional rectan-
gular cavity with similarly heated/insulated sidewalls was studied
in [28,29], where among several bifurcations of different type we

0=0. R

found multiple steady states. Here we discuss the similarities in v=0 on all the boundaries “)
the onset of instability in the two-dimensional rectangular cavity 9=0 atz=0A (5)
and in the cylindrical enclosure, as well as the possibility of the
multiple states expected in the supercritical regimes. =1 atr=0;, a;<z<a, (6)
a0
Ezo atr=0; r=1 and z<a; or z>a, (7)

Formulation of the Problem

The convective flow of a Boussinesq fluid in a vertical cylinde
0=<r=<R, 0=<z=<H is consideredFig. 1). All the boundaries are

no-slip. The top and the bottom are maintained at a constant 10

temperatured,,y. The central section of the cylindrical boundary/ €910 g is the gravity acceleratiorf; the thermal expansion co-

in the intervalh,<y=<h, is maintained at a high temperatureefficient,)( the thermal diffusivity, ande, the unit vector in the

Ohot- The remaining parts of the cylindrical boundary are the
mally insulated.

To render the governing equations dimensionless, we introd
the scaleR, R?/ v, v/R, p(v/R)? for length, time, velocity and
pressure respectively, wheteis the kinematic viscosity angd is
the density. The temperature is rescaledfas (60— 6.0/ ( Ohot
— 6.00)- With the Boussinesq approximation, the Navier-Stok
and energy equations for the nondimensional velocity
={Vv;,vy,V,}, temperatured and pressur@ in cylindrical coordi-
nates (,6,z) read

ere Gr=gB(0no— Oeod R3/v? is the Grashof number, Prky
he Prandtl number\=H/R the aspect ratio of the cylindea,

ported in[6], the values of Pra;, anda, are not varied in the
calculations and are chosen to be=Pr021,a,=A/2—-1/2, a,
=A/2+1/2, that correspond to the experimental seft6p The

varying Prandtl number is performed fér=4.

v Numerical Techniques
E+(V'V)V:7Vp+AV+Gr ve, @ The problem was solved numerically using two independent
approaches based on the global Galerkin and finite volume meth-
19_0+ v V)H—iAa oy 0ds. Both approaches treat the three-dimensional solutiofis-ef
ot (v- T e @) (7) as Fourier expansions in thergeriodic azimuthal direction
V.v=0. 3) ‘<

v,p,0)= Vil(r,z,1),pu(r,Z,1), 0, (r,z,)eke (8
The boundary conditions are: {v.p.6) k:E—x< 3 )Pl ). 2 ®
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T,J\l/R anda,=h, /R are the dimensionless borders of the heated

Mertical direction. The study is focused on the steady solutions of
(1)—(7) and their stability, therefore the initial conditions are not
u%%ecified. Since our study is motivated by the experiments re-

arametric study is performed in the parameter space of the
rashof number and the aspect ratio. An additional study for a
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Fig. 2 Streamlines (left frames ) and isotherms (right frames ) of base axisymmetric flow. All isolines are equally spaced. The
temperature varies between 0 and 1: (a) A=2.5, Gr,=1.12X10°, ., =23.59; (b) A=4, Gr,,=3.18X10°%, 1,,=6.20; (c) A
=8, Gr,=1.82X10*, ifa=2.01.

The zero Fourier modek(=0) corresponds to the axisymmetrictemperature we plot the real part ofv,(r,z)e*¢] or

solution of(_l)—(?), whose stability is to be_studied. The mode 6,(r,2)e*¢]. In the case of steady bifurcatidzero imaginary
corresponding to nonzero values of the azimuthal Wavgenurln_be?art of the leading eigenvalu¢hese functions represent the per-
are k-fold periodic in the azimuthal direction, i.e., are invariangrhation itself. In the case of oscillatory instabiliyjjonzero
with respect to a rotation over the angler/X around the axis. imaginary part of the leading eigenvalue equaltg) these func-
The functionsv,(r,z), pk(r,z), 6k(r,z) are defined in the meridi- tjons represent a snapshot of the unsteady perturbation, propor-
onal plane and are calculated by the global Galerkin and the finifenal to expi(w,t+ke)], which rotates around the axis with the
volume methods. angular velocityw,, /k. Obviously, the direction of rotation is
The discretization by the global Galerkin method and the sulrbitrary. The choice of a time moment to plot the perturbation is
sequent three-dimensional stability analysis are described 4o arbitrary, since nonzero times add only an azimuthal phase
[15,20]. The treatment of the discontinuous boundary condition &t to the whole pattern. To gain a better description of the
r=1 is done in the same way as j@8,29]. The second-order amplitude of a certain perturbation mode we plot also the modulus
discretization by the finite volume method is done on the stagf the above functions, which reduces|tq(r,z)| and|6y(r.2)]|.
gered uniform grid. Both methods use Newton iteration for thehe jatter do not depend on the azimuthal angle and the time scale
calculation of steady state solutions. The linear stability probleghd therefore are axisymmetric time-independent functions.
separates for each azimuthal wavenumkeThe corresponding  The most usual case of oscillatory instability is tHepf bifur-
eigenproblems are solved by the QR-decomposition algorithdation, which takes place when a pair of complex-conjugated ei-
in the case of the global Galerkin discretization and by the Sh'@envalues cross the imaginary axis and some other conditions
and-inverse Arnoldi iteration in the case of the finite VOlUmﬁokj_When the axisymmetry is broken by ﬁepfbifurcation the
discretization. - . _ resulting flow at small supercriticalities evolves into either a trav-
In the Fourier-decomposition of the soluti¢8) the mode with  eling or a standing wave. The traveling wave states correspond to
k=0 corresponds both to the base axisymmetric flow state andife growth of the most unstable perturbation and can be repre-
the axisymmetric perturbation. The modes wkt# 0 correspond sented as, for exampley(r,z) +ev,(r,z)exfi(wt+keg)], where
only to the three-dimensional perturbations. Two different wayg (r,z) is the axisymmetric steady solution(r,z) is the eigen-
are used to represent a calculated three-dimensional perturbati@ition of the corresponding linearized problem, while the ampli-
graphlcally. First, we note that the requ|rement that all the resukﬁdes and the frequency of a nonlinear Osci”atory regimmust
represented by8) are real functions yields be obtained from a nonlinear analy$&s numerical realization of
Vo=V _= 0 =10 ©) such analysis for the axisymmetrldopf bifurcation of steady
k=Voko Pem Pk BT O flows is described ifi15]). The traveling wave rotates around the
where overbar means complex conjugation. Thus, to represent #xés with the angular velocitw/k. There exists also another trav-
three-dimensional pattern of a perturbation of the velocity of theling wavevy(r,z) +ev_,(r,z)exdi(wt—ke)] differing from the
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Fig. 4 Marginal frequency of the azimuthal traveling wave for
l the modes k=1 and 2 (only non-zero ,, are shown)
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1 OE+05 o Experimenta poins (Ref6) stratifications play a crucial role in the onset of instability and can

N lead to a multiplicity of flow pattern$28,29]. The effect of the
cylindrical geometry is discussed below.
& A B The stability of the axisymmetric flows was examined for

1 N T~ P =0, 1, 2, 3, 4. For each azimuthal wavenumkethe marginal
] Grashof number Gj(k), corresponding to the instability with re-
5.0E+04 spect to a 2Z/k—periodic perturbation, was calculated for rather
] densely selected values Afin the range 2 A=<8. Obviously, the
: S~ ) critical Grashof number corresponds to the minimal,@&j over
1 — all possible values ok.

00E+00 =T | A S i) Varying the Aspect Ratio for a Fixed Prandtl Number, Pr

A =0.021. The dependence of the marginal Grashof numbers on

(b) the aspect ratio for the fixed Prandtl numbe+Br021 is shown in

Fig. 3(a). As mentioned, this value of the Prandtl number corre-

Fig. 3 Stability diagram: (a) Marginal Grashof humber versus sponds to the liquid gallium used in the experimeffi$ The

the aspect ratio for 1 <k=4; and (b) Two most critical marginal values of Gy, corresponding to the axisymmetric perturbation

stability curves for k=1 and 2 and comparison with experimen- with k=0 are always larger than those shown in Fig)3and in

tal points [6]. fact are above the value 0b610° (see Table 3 of appendix). This
shows that beyond a certain value of the Grashof number the
axisymmetric calculations are not valigimilar conclusions were

first one only by the direction of rotation, so that the direction ofrawn also in[15,20,23]). The calculations show that there are

rotation of the resulting nonlinear traveling-wave state is arbitrar{firee most dangerous instability modes, corresponding to the azi-

The third possibility is a nonlinear state resulting from the intefuthal wavenumberk=1 and 2, which replace each otherAat

action of the two traveling waves, which results in a nonlinear 2.87 and 2.9. The aspect ratio dependence of these two modes is

standing wave regime. It is stressed, however, that the exami@gomed out in Fig. 3(b), where we show also two experimental

tion of possible three-dimensional nonlinear regimes is not a puints reported irf6]. The agreement between the present com-

pose of the present paper, which is focused on the stability prdpitations and the experiment is discussed below. We performed

erties of the flow only. The methods developed for threedlso several calculations fdc>4 to ensure that the marginal

dimensional linear stability analysis allow us to avoid heavfprashof numbers of the axisymmetric and higher azimuthal

computations and provide practically important answers in cas@®des are well above the valuexac®.

when stabilization of fluid flows is the primary goal. The details of The three-dimensional flow that develops after the instability

the numerical validation are outlined in the appendix. onset can be steady or oscillatory. The spatial pattern and temporal
properties of developed three-dimensional states can be studied by

non-linear three-dimensional calculations, which are beyond the
Results scope of the present study. In the framework of the present linear
The streamlines and isotherms of the axisymmetric convectigeability analysis we can distinguish, first of all, between the
flows, whose stability is to be studied, are shown in Fig. 2. Thmonotone and the oscillatory growth of the dominant perturba-
fluid heated near the hot part of the cylindrical wall ascends alotign. This is defined by the imaginary part of the dominant eigen-
it and then descends near the cylinder axis. Note that in tall cylalue, which can be zer@nonotone growth), or nonzefoscilla-
inders (Fig. 2(c)) the convective vortex is located in the centratory growth indicating dlopfbifurcation). The nonzero imaginary
part of the cylinder, so that the motion near the top and the bottquarts of the most dangerous azimuthal modes 1 and 2)are
is very weak. Note also that in the lower part of the cylinder thshown in Fig. 4. The Fourier mode=2 is the most dangerous for
fluid is stably stratifiedcold fluid is located beloyy while in the 2<A<2.87(Fig. 3(a))and remains oscillatory in this subinterval.
upper part the stratification is unstableold fluid is located The Fourier modek=1 becomes the most dangerous At
above). For a two-dimensional cavity it was shown that these twe2.87. ForA<2.9 the most unstable perturbation is oscillatory,
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r=1

Fig. 5 Amplitudes of the perturbations of (a) radial, (b) verti- , ) ) ) )
cal, (c) azimuthal velocities, and  (d) temperature. A=2.5, Gr,, Fig- 6 Amplitudes of the perturbations of  (a) radial, (b) verti-
=1.12%X10° k=2. cal, (c) azimuthal velocities, and (d) temperature. A=2.9, Gr,,

=1.10X10% k=1.

but is replaced by the steady one for larger aspect ratios ép to
=8. Within the linear model considered the switch from the oA=2.5,k=2 (Fig. 5) are distributed over the whole region of the
cillatory to the steady perturbation takes place abruptly and tflew. Note that the intensity of the temperature and velocity per-
corresponding perturbations have different patterns in spite of thebations is almost the same in the upper and the lower parts of
same 2r/k circumferential periodicity. Therefore, there are threéhe cylinder, which is not the case in the tall cylind&sse below).
different perturbation modes to be described: one is the oscillatdBjnce the perturbations are not visibly affected by the stable and
mode with k=2 that is most dangerous in the intervakk?2 unstable temperature stratifications this instability can be assumed
<2.87; the second is the oscillatory mode with 1 that becomes to originate from a hydrodynamic mechanism, i.e., the velocity
most dangerous in the narrow interval 28%<2.9; the third one field itself becomes unstable while the temperature perturbations
is the steady mode witk=1 which is the most dangerous fordo not play a significant role in the instability onset. To verify this
A>2.9. assumption we calculated the most unstable perturbationé for
The patterns of the most dangerous perturbations are shown=2.5 and Pr=0(for which the heat transfer is governed by the
Figs. 5—14. Figures 5—-9 show the isolines of the perturbati@monduction only and the temperature field is not perturbed at all
amplitudes, which are defined in the,Z) plane. Spatial patterns and obtained a similar perturbation pattern. Since the axisym-
of the temperature perturbations are shown in Figs. 10—14. Cometry breaking instability is oscillatory «(,#0) the three-
parison of the perturbation amplitude isolingsgs. 5—9)shows dimensional perturbation is an azimuthal traveling wai&],
that the three perturbation modes have different patterns amdhose spatial pattern is shown in Fig. 10. As noted above, this
therefore, are caused by different physical mechanisms. Since pagtern rotates around the axis with the angular veloeity/k,
perturbations are defined to within a multiplication by a constaand the direction of rotation is arbitrary.
[15] the values of the functions depicted in Figs. 5—-14 are not The next oscillatory mode shown in Figs. 6 and 114er2.9 is
shown. All the isolines and isosurfaces are equally distributétr-periodic (k=1). The corresponding instability can lead to a
between the minimal and the maximal values of the correspondipgecession of the deformed, initially toroidal, vortex around the
functions. axis, as was experimentally observed for larger aspect rggips
The isolines of the amplitudes of the oscillatory perturbation atr to a development of a standing way®t observed experimen-
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Fig. 8 Amplitudes of the perturbations of (a) radial, (b) verti-
cal, (c) azimuthal velocities, and (d) temperature. A=6, Gr,,
=1.88X10% k=1.

sponding toA=4 (Figs. 7 and 12), we notice that the perturba-
tions are intense in the whole cylinder. Moreover, the amplitude of
the temperature perturbation is similar to those observed for the
oscillatory three-dimensional instability in a lower cylind@f.

Figs. 5 and 7). These can lead to the above conclusion about the
purely hydrodynamic nature of the instability. However, this con-
clusion appears to be wrong, which is seen from the perturbation

r=0 r=1 r=0 r=1

(c) (d)

Fig. 7 Amplitudes of the perturbations of (a) radial, (b) verti-
cal, (c) azimuthal velocities, and (d) temperature. A=4, Gr,
=3.18X10°, k=1.

tally). Note, that the perturbations of velocity in this case are
located in the lower part of the cylindéFfig. 6), where the fluid is
stably stratified. As above, this implies the purely hydrodynami
origin of this instability. The spatial pattern of the temperature
perturbation(Fig. 11) also shows that its amplitude is stronger in
the lower part of the cylinder. Consider the supercritical flow pat
tern in a meridional cross-section of the cylindsay, in the plane
0= 6, and 6y + ). Since the amplitude of the perturbation varies
as exp(#), the amplitude in the cross-section will be an odd func:
tion with respect to the axis=0. The flow pattern in this cross-
section will be similar to that calculated for the two-dimensiona
cavity with partially heated vertical wall$6,29]in the case of an
instability due to aHopf bifurcation that causes the break of re-
flectional symmetry.

The third type of the perturbation pattern shown in Figs. 7—%=0 r=1 r=0 =1 0 r=1 =0 r=1
and 12-14 belongs to the same continuous marginal stabili ) (b) (© (d)
curve corresponding to the steady axisymmetry-breaking bifurca-
tion with k=1 (Fig. 3(b)). Belonging to the same curve meansig. 9 Amplitudes of the perturbations of  (a) radial, (b) verti-
that the instability sets in due to the same physical mechanism tai, (c) azimuthal velocities, and  (d) temperature. A=8, Gr,
the whole interval 2.&A<8. Looking first at the patterns corre-=1.82X10%, k=1.
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Fig. 10 Pattern of the temperature perturbationat ~ A=2.5, Gr,,=1.12X10°, k=2: (a) four equally spaced isosurfaces; and  (b)
21 equally spaced isolines in four different axial cross-sections.
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Fig. 11 Pattern of the temperature perturbation at A=29, Gr,=1.10X10°% k=1: (a) four equally spaced isosurfaces; and
(b) 21 equally spaced isolines in four different axial cross-sections.
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z=0.5A z=0.7A

U

z=0.8A z =0.9A

(a) (b)

Fig. 12 Pattern of the temperature perturbation at A=4, Gr,=3.18X10* k=1: (a) four equally spaced isosurfaces; and  (b)
21 equally spaced isolines in four different axial cross-sections.

patterns at higher aspect ratios. With the growth of the cylindgerturbation, one will observe the upflow of the hot fluid in one
height all the patterns remain qualitatively similar, but are shifteldhlf and downflow of the cold fluid in the other half. Note that the
upwards with the increase @f (cf. Figs. 7, 8, and P This shift zero isosurface coincides with one of the meridional planes. Its
can be explained by the growth of the stably stratified fluid layerientation in space is arbitrary.
in the lower part of the cylindeffFig. 2), where the perturbations  The description of the supercritical fluid motion in a tall cylin-
are suppressed. As a result, the instability sets in the upper partigf with A=8 given above completely agrees with the experimen-
the cylinder, where the fluid is stratified unstably. _ tal observation§6]. It also agrees qualitatively with the numerical
In tall two-dimensional cavities with locally heated sidewallgesylts obtained for the two-dimensional cavity with partially and
the instability was shown to set in due to the Rayleigi&€  symmetrically heated sidewall28,29]. In lower cylinders, up to
mechanism, leading to the appearance of the convective roll in tRe. 5 g the instability also sets in due to the Rayleighael

upper part of a cavity28,29]. To show that the same mechanisiy,echanism. However, at lower aspect ratios the motion inside the
drives also the instability in the cylinder geometry, we considegg

. . Rayleigh-Baard roll will create, by continuity, an opposite mo-
the three-dimensional patterns of the temperature and the Vert'ﬁ(%%/just below it. A secondary vortex will develop below the
velocity perturbations. The latter are shown in Fig. 14. Note th timarv Ravlei h-.B rd roll. The relativelv intensiv rturba-
the perturbation patterns shown in Figs. 10—14 are antisymme | ary Rayleigh-Beard roll. The relatively intensive perturba
functions with the darker and lighter color corresponding to th@o

s in the lower part of the cylinder #&=4 (Figs. 7 and 12)
minimum and the maximum of a function. Thus comparing thg rrespond to this secondary vortex. With the growth of the aspect
perturbations of the temperature and the axial velocity in the axi:

tio the secondary vortex is suppressed by the growing stably
cross-sectiong=0.7A and 0.9Awe notice that the instability S r?t'f'efb"qu'd Iayer:kthe _i)r:e;:]url_)anons nearf tE_e m|7d|cgane dand
causes the downflow of the cold fluid from the upper bounda ow It become weaker wi € increasefofcf. Figs. 7, 8, an
(darker parts in Figs. 1B) and 14(b))in one half of the cross-

section, while in another half the hot fluid is ascendifighter ~ 1"e developed three-dimensional regimeAat8 was experi-
parts in Figs. 13(band 14(b)). Taking into account the unstablénentally observed at GL=2.4x10* (see also Fig. 3(b)) [6]. Ac-
temperature stratification developed in the upper part of the cyiording to our calculations, the critical value is G 1.8X10%,
inder, where the perturbations are located, we interpret the arisigich is below the experimentally observed value. This difference
instability as an appearance of a three-dimensional Rayleigtan be explained by the fact that the experiment reports the flow
Benard roll in the upper part of the cylinder. The motion insidavith an observable large finite deviation from the axial symmetry,
this roll can be described as follows. Dividing the cylinder in twavhile the computed critical value corresponds to the zero ampli-
halves by the zero isosurface of the temperatarexial velocity) tude of the three-dimensional perturbation. Except for this nu-
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Fig. 13 Pattern of the temperature perturbation at ~ A=8, Gr,,=1.82X10*, k=1: (a) four equally spaced isosurfaces; and
(b) 21 equally spaced isolines in four different axial cross-sections.

merical difference the experimentally observed flow pattern, i.¢ude of the deviation from axisymmetry grows very slowly, so that
steady convective roll in the upper part of the cylinder, completely does not exceed the tolerance of the experimental measure-
agrees with the pattern of the most dangerous perturbation calments. This assumption can be supported by the fact that the mea-
lated here. Therefore, we conclude that in this case the numerisated azimuthal deviations of the temperaturé at8 were less
predictions agree with the experimental observations. Furthéran 0.5°C and are even lessfat 4 (Figs. 7 and 9 of6]). With
more, we calculated the critical Grashof numberAer 12 (using  the growth of the Grashof number the steady three-dimensional
80100 finite volume gridand found that the three-dimensionalktate loses stability with respect to an oscillatory perturbation
instability sets in at Gr=2.18x10* with w,,=0 andk.,=1. which has the same azimuthal wavenumbkerl. The numerical
This completely agrees with the experimentally observed pattemodeling of such instability requires a three-dimensional nonlin-
and the critical Grashof number equal toegﬂtz.ZOxlO“. ear steady solver combined with the three-dimensional Floquet
At A=4 the disagreement between the calculations and thealysis, which is beyond the scope of the present studly.
experiment is qualitative. The present result predicts a steadyAnother, and perhaps simpler, reason for the disagreement may
axisymmetry-breaking bifurcation, setting in at,G¢#3.18x10%, be connected with the geometrical and heating imperfections of
similar to that observed #=8. However, the experiment reportsthe experiment. The cylindrical cavity cannot be made absolutely
transition to the three dimensional oscillatory state gt 6.7 circular, and it cannot be placed absolutely vertically. The cylin-
% 10* with the period of oscillations at Gr9.67x10* approxi- drical wall also cannot have a sharp jump from the perfect con-
mately 10 sec. Rescaling the period to the dimensionless circuthuction at the heated region to the perfect insulation outside of it.
frequency R=0.955x10 2m, v=3.37x10" " m?/s for gallium These imperfections can shift the oscillatory-steady mode ex-
at 37°C[25]) we obtain the dimensionless circular frequency ofhange aiA=2.9 to larger aspect ratios, so that the instability at
oscillationsw~185. The pattern of the observed oscillatory flowA=4 still will be oscillatory. The fact that with the growth of the
is described as a precession of the deformed convective vorespect ratio the agreement between the present calculations and
around the axis, which corresponds to the axisymmetry-breakititge experiment becomes better also suggests imperfections in the
Hopf bifurcation withk=1. We checked ten leading eigenvaluegxperimental thermal boundary conditions. Thus, if the heating
corresponding to this Fourier mode and found that their imaginaring is not perfectly axisymmetric the effect of asymmetry will
parts(i.e., frequencies of oscillationsre less than 100. Since thevanish as the relative width of the heating ring with respect to the
numerically predicted critical Grashof number is less than orsidewall size decreases. Another possibility is the temperature de-
half of the observed one we offer the following explanation of thpendence of the Prandtl number, which can lead to drastic changes
disagreement between the numerical results and experimental mbthe stability properties of the floi25,27]. Note that the nu-
servations. The first transition from the steady axisymmetric t@erical results were cross validated by the independent numerical
steady three-dimensional flow takes place when the Grashof nu@ehniquessee appendixand therefore the disagreement cannot
ber exceeds the value of G#3.18x10*. However, the ampli- be simply attributed to a lack of numerical accuracy.
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Fig. 14 Pattern of perturbation of the vertical velocity at A=8, Gr,=1.82X10% k=1: (a) six equally spaced isosurfaces;
and (b) 21 equally spaced isolines in four different axial cross-sections.

Varying the Prandtl Number for a Fixed Aspect Ratio latory up to Pr=0.011 and then is replaced by another, steady
A=4. To study a possible effect of the Prandtl number variatiomode. The maximal critical circular frequency of oscillations of
on the stability properties of the flow and, in particular, to exanthe oscillatory mode is approximately 33, which is still far below
ine whether the reported disagreement with the experiment canthe experimental value of 185. The leading eigenvalues corre-
explained by the temperature dependence of the viscosity agbnding to higher Fourier modek>1) are real up to the cor-
thermal diffusivity, the calculations were performed folresponding marginal values of the Grashof number. Therefore, the

0<Pr=<0.05 andA=4, which is the aspect ratio at which thedisagreement & =4 cannot be attributed to an uncertainty in the
present result disagrees with the experimental observaf®hs determination of the Prandtl number.

Note that the zero Prandtl number=R corresponds to the case |t was found that the excitation of the mode=2 at small

of very large thermal diffusivity at which the convective heabrangtl numbers is caused by a drastic change of the flow pattern
transfer can be neglected. At this limiting case the temperatureyiging place when the Prandtl number is reduced from approxi-

not altered by the convective motion, its distribution over thg,5ely 0.01 to zero. Figure 16 illustrates the change of the flow
volume is defined by the steady heat conduction only and does B‘&Eterns at Pr=0 and the Grashof number growing from Gr

depend on the Grashof number. Consequently, in this limiting case up to its critical value Gg=2.3x1(F. The temperature
=2, .

the temperature perturbations are excluded from the stability pr%ﬁ'tribution in this cas@left frame in Fig. 16)is governed by the
at conduction only and therefore is reflection-symmetric with

lem. Since the temperature field is not altered, the correspondk|
‘espect to the=A/2 plane. The streamlines at low Grashof num-

instability is caused by the instability of the resulting flow and w
referred to it in the above as to the purely “hydrodynamic inst A . )
bility.” With the increase of the Prandtl number the role of th ers_(e.g., Gr=1000jre also almost reflectloq-symmetrlc. With
temperature perturbations in the instability onset increases. 1?55 increase of the Grashof number the maximum O.f the siream
interaction between the velocity and temperature perturbatiofygiction shifts downwards, so that at the critical point~@.3
leads to other instability modes, which are referred to as “conveds10° the flow becomes significantly more intensive in the lower
tive” instability. Obviously at a certain value of the Prandtl num#part of the cylinder than in the upper part. The shift of the stream
ber the “hydrodynamic” instability is replaced by a “convective” function maximum can be explained by the fact that the fluid
one(see alsd23,25,27)). ascends along the no-slip cylindrical wall slower than it descends
The marginal stability curves G¢Pr) for A=4 are shown in along the axis. As a result the flow near the bottom becomes more
Fig. 15. At very small Prandtl numbers, the most dangerous instatensive. The patterns of the corresponding perturbations are also
bility mode is steady and correspondskte 2, which is replaced characterized by sharp maxima in the lower part of the cylinder.
by the mode corresponding to=1 already at Pr=0.002. The With the increase of the Prandtl number this effects disappears.
most dangerous instability mode correspondingtol is oscil- This is illustrated in Fig. 17, where the streamlines and isotherms
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S0E+05 type 2m-periodic perturbation, which can lead to a precession of
1 the deformed, initially axisymmetric, toroidal convective vortex
1/ \ around the axis. The supercritical flow in these two cases can
4.0E+05 1t 3 develop in the form of travelling or standing waves. In tall cylin-
. N, ders, withA>2.9 and at least up tA= 28, the instability sets in as
i N a 2m-periodic Rayleigh-Beard roll located in the upper part of
R L the cylinder.

\ \\

N\

é ] A comparison with experiment is possible only for the aspect
] 4\ ratios A=4, 8, and 12, for which the experimental observations
205405 7 N ~Z are reported. FOA=8 and 12 the value of the critical Grashof
] 4| el number and the pattern of the most dangerous three-dimensional
. el ) perturbation are in a good agreement with the experimental re-
LOE+05 < == sults. However, a\=4 the numerical predictions, obtained by
1 i | two independent numerical approaches, disagree with the experi-
1 T mental observations both for the critical value of the Grashof
B T T o o obs number and for the pattern of supercritical flow. We suggest that a
Pr possible reason for disagreement is that the experimentally ob-
served oscillatory instability is secondary, while the primary
Fig. 15 Marginal Grashof number versus the Prandtl number steady instability had been overlooked because of its small ampli-
for A=4 and 1<k<3 tude. Alternatively, the disagreement can be caused by imperfec-
tions in the experimental geometry and heating conditions. The
calculated dependence of the critical Grashof number on the
are shown for G;=2.3x10° and Pr=0.005 and 0.01. Appar-Prandtl number showed that the disagreement cannot be attributed
ently, convective effects slow down the descending of the flutd the temperature dependence of the physical properties of gal-
along the axis tending to sharpen the stable stratification in thigm. It was shown also that the flow pattern, as well as the most

lower part of the cylinder. unstable perturbation, undergo qualitative changes when the
. Prandtl number is decreased below the valueR905.
Conclusions It would be interesting to repeat the experimgitand to try to

The three-dimensional stability analysis of axisymmetric corbserve two oscillatory three-dimensional modes at lower aspect
vective flows was carried out numerically for the experimentdftios. Apparently, the disagreement/at4 can be resolved by
configuration of(6]. The computations were carried out by tweexperiment combined with fully three-dimensional time-
independent numerical approaches, which cross validate ealstpendent computations.
other. For a fixed value of the Prandtl number=Pr021, and a A two-dimensional instability in a two-dimensional rectangular
fixed size of the heated part of the cylindrical sidewall the depefavity with similar heating conditions was studied[i28,29]. It
dence of the critical Grashof number on the aspect ratio is oWas already arguef®9] that the steady symmetry-breaking bifur-
tained. Beyond the critical Grashof number the axisymmetrzation in the rectangular cavity is similar to the steady
flows are unstable. It is found that depending on the aspect ra@igisymmetry-breaking bifurcation in a cylinder of the same
the axisymmetry breaking instability leads to a steady or oscilleight. The similarity can be seen by a comparison of the ampli-
tory three-dimensional flow. Three different three-dimension&lides of the most dangerous perturbations in both models, which
patterns of the most dangerous perturbation replace each othe® reported in[29] for A=8. We noticed above that the
with the variation of the aspect ratio. It was found that in lovaxisymmetry-breakingdopf bifurcation withk=1, observed here
cylinders with 2<A<2.87 the primary instability sets in due tofor A<2.9 is similar to the symmetry-breaking Hopf bifurcation
oscillatory perturbation in the form af-periodic azimuthal trav- in the two-dimensional rectangular cavity. Note that the axisym-
eling wave k., =2). In taller cylinders with 2.8%2A<2.9 the metric perturbation in the present case corresponds to the reflec-
instability is also oscillatory, but sets in due to a traveling-wavedionally symmetric perturbation in the two-dimensional cavity,

isotherms streamlines streamlines streamlines streamlines

|
|

|

A

Gr=1000 Gr=10,000 Gr=100,000 Gr=23000
Fig. 16 Isotherms (left frame) and streamlines for Pr =0 and growing Grashof
number
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streamlines isotherms streamlines isotherms Table 2 Convergence of the critical Grashof number and the

critical frequency for A=2 and k=1 for the finite volume
method
. A Grid, N, XN, Gr,x1075 Wy
— | |
] — 2 20X 20 4.2987 164.25
"] | ] 30X 30 4.3702 162.80
— f 40x 40 3.8466 171.72
] / 50X 50 3.8291 173.55
80X 80 3.8283 173.37
100x100 3.8281 173.37
125X125 No change No change
150%150
4 20 20 2.9348 0
20X 40 3.1688 0
k I 30 60 31716 0
i 40X 60 3.1790 0
P
——— — — 40x 80 3.1792 0
] —_?_— ggxloo No change 0
] e X100 0
——— — ] 80x100 0
— ] e 8 20X 20 1.8283 0
———] [ ] 20X 40 1.8266 0
R — | 30X 60 1.8139 0
40X 60 1.8168 0
Pr=0.005 Pr=0.01 40X 80 1.8171 0
40x100 No change 0
Fig. 17 Streamlines and isotherms of the flow for Gr =2.3 60x100 0
80x100 0

X 10° and the Prandtl numbers slightly different from zero

neither of which ever becomes the most dange(&ig 2 and the
stability diagram in[29]). Note also that the three-dimensional
perturbations witik>1 correspond to the three-dimensional per-
turbations in a rectangular box, which were not consider¢@9j. bal Galerkin method was studied [15,23], where very fast,
The multiple supercritical flow states observed in the twgsometimes spectral, convergence was reported. For the cylindrical
dimensional boX28,29]should be expected also in the cylindricalconfiguration with aspect ratio varied from 1 to 4 it was possible
enclosure for the Grashof numbers above the critical one. App&®- obtain convergence up to three or four decimal digits using
ently, these multiple states, if they exist, are three-dimensional30%<30 basis functions in the and z-directions.

The results off23] were used for the validation of the finite

volume method. The configuration consideredl28] differs from
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and Heat Transfer at Technion. The authors would like to a@ve with the azimuthal wavenumbtr=4 and the circular os-
knowledge the use of computer resources belonging to the Higiation frequencyw. =632.18. The convergence of the finite
Performance Computing Unit, a division of the Inter Universityolume method for this case is shown in Table 1. The>1000

Computing Center, which is a consortium formed by research utid yields a result that coincides with that obtained by the Galer-
versities in Israel. kin method to three decimal digits. With further mesh refinement

(120%120 or finerwe obtained agreement to the fourth decimal
. digit. Note that an accurate computation of critical values requires
Appendix the accurate approximation of both the steady flow and the domi-
validation of Numerical Techniques. To validate the nu- nant eigenvector. The sufficiently accurate computation of both by

merical results we examined the convergence of both techniqﬁggrf'n'te volume approach is validated in the present example.
lo

he convergence of the finite volume method for the present
and compared the converged results. The performance of the glo- ! - S . X
P 9 P gi:ase of discontinuous heating is illustrated in Table 2. It is seen

that the use of 8080 nodes fér=2, and 40X80 nodes fok

Table 1 Convergence of the critical Grashof number and the =_4, and 8 yields at least fou_r_converged decimal digits in the
critical frequency for A=1, k=4, and Pr=0.015 for the finite critical Grashof number and critical frequency. On the other hand,

volume method. Parabolic heating of the sidewall. The con- the convergence of the global Galerkin method slows down in the
verged result obtained by the Galerkin method is Gr  ,=3.5922 present case. The slow down is caused by the discontinuities of
X10° and w,,=632.18.[23] the normal derivative of the temperature in the boundary condi-
- tions atz=a,; and a,. These discontinuities lead to the Gibbs
Grid Grx10°° Wer phenomenon, i.e., to the appearance of spurious oscillations near a
20X 20 39177 641.68 point of discontinuity. The Gibbs phenomenon can be smoothed
40X 40 3.8011 638.20 by a proper choice of the collocation points at the boundfoy
50x 50 3.4426 620.43 details se€28,29]) and remains small when the axisymmetric
80x 80 3.6004 631.66 steady flows are calculated, so that the pointwise differécae
100x100 3.5927 632.42 ' . : .
120%120 35923 632.23 culated via all grid nodgsbetween the solutions obtained by the
140% 140 3.5923 632.20 two numerical methods is less than 1% for a rather coarse discreti-

zation: 50x50 uniform finite volume grid against:220 Galerkin
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Table 3 Comparison of results obtained by the global Galerkin and finite volume methods

Discretization,N, X N, Critical Grashof number Critical frequency

Finite Finite Finite
A k volume Galerkin volume Galerkin volume Galerkin
2 0 80%x80 20x58 6.391x 10° 6.279% 10° 375.1 372.8
2 1 3.828x% 10° 3.5565x 10° 173.3 178.8
2 2 9.610x 10* 9.3822x 10* 66.11 66.26
2 3 2.476X 10° 2.596X 10° 0 0
2 4 2.529% 10° 2.4855% 10° 0 0
4 0 40<80 20x56 1.055% 10° 1.047x 10° 194.6 192.7
4 1 20x72 3.179x 10* 3.174x 10* 0 0
4 2 20%x82 8.504x 10* 8.496x 10* 0 0
4 3 20x44 1.548% 10° 1.547% 10° 0 0
4 4 20%x56 3.363x 10° 3.3934x 10° 0 0
6 0 40x80 20x48 1.303% 10° 1.314x% 10° 163.4 163.6
6 1 20x64 1.882x 10* 1.893x 10* 0 0
6 2 2066 6.332x 10* 6.321x 10* 0 0
6 3 20x48 2.732% 10° 2.728x 10° 0 0
6 4 20x48 4.942x 10° 5.028x 10° 0 0
8 0 4080 16x64 1.492% 10°P 1.491X% 10° 163.7 163.1
8 1 20x72 1.817x 10* 1.805x 10* 0 0
8 2 16x88 7.093x 10* 7.041x 10* 0 0
8 3 2088 3.845% 10° 3.687x 10° 46.0 44.44
8 4 20x64 5.991x 10° 6.0320x 10° 0 0

basis functions with 72 collocation points at the boundary_ How-[8] Neumann, G., 1990, “Three-Dimensional Numerical Simulation of Buoyancy-
ever, the Gibbs phenomenon becomes stronger when three- Driven Convection in Vertical Cylinders Heated From Below,” J. Fluid Mech.,

o ; - 214, pp. 559-578.
dlmensmn_al perturbations are qalculated. The stronge_st ef_rect 1] Hardin, G. R., Sani, R. L., Henry, D., and Roux, B., 1990, “Buoyancy-Driven
observed in Iow-asp_ect ratio cylinders, where the relative size of ~ |hstability in a Vertical Cylinder: Binary Fluids With Soret Effect. Part 1.
the heated element is larger. General Theory and Stationary Stability Results,” Int. J. Numer. Methods Flu-

The Gibbs phenomenon can be significantly reduced by a ids, 10, pp. 79-117. o ) )
Smoothing of the boundary conditions. However. our experienc@o] Garandet, J. P., and Albousie, T., 1999, “Bridgman Growth: Modeling and
. e . _ ' e Experiments,” Prog. Cryst. Growth Charact. Mat&8, pp. 73-131.
In ﬂOW_ stability studies[15,20,23,26 2_9:BhOWS_ that stability [11] Monberg, E., 1994, “Bridgman and Related Growth Techniques,Hand-
propertles.o.f the flow can change drastically with a small, S€EM-  pook of Crystal GrowthD. T. J. Hurle, ed., North-Holland, Amsterdam, pp.
ingly negligible, change of geometry or boundary conditions. 52-97.
Since the Gibbs phenomenon is observed to be strongest in thé€] Cliffe, K. A, Spence, A., and Tavener, S. J., 2000, “The Numerical Analysis of
patterns of three-dimensional perturbations we prefer to refrain Bifurcation Problems With Application to Fluid Mechanics,” Acta Numerica,

. o 9, pp. 39-131.

from any alter_atlon of the bound_ary _Condltlons‘ Thus‘ we used thﬁ3] Gadoin, E., Le Quere, P., and Daube, O., 2001, “A General Methodology for
global Galerkin methOd fO.I’. validation purposes only, and con-  |yyestigating Flow Instabilities in Complex Geometries: Application to Natu-
ducted the parametric stability study by the finite volume method. ral Convection in Enclosures,” Int. J. Numer. Methods Fluigg, pp. 175—

The critical parameters obtained by both numerical approaches 208. o )
for different aspect ratios and the azimuthal wavenumbers a£é4] Sanchez, J., Marques, F., and Lopez, J. M., 2002, “A Continuation and Bifur-

. . cation Technique for Navier-Stokes Flows,” J. Comput. Phy8Q, pp. 78—-98.
shown in Tabl_e 3. At large aSpeCt I_’atIOS the agreemem between tgg] Gelfgat, A. Yu., 2001, “Two- and Three-Dimensional Instabilities of Confined
two meth_OdS is better since the Gibbs phenom_enon IS Weake_r- The" Flows: Numerical Study by a Global Galerkin Method,” Computational Fluid
largest disagreement between the two numerical methods is ob- Dynamics Journal9, pp. 437-448.
served atA=2, but it does not exceed 10 percent. Nevertheles$16] Gelfgat, A. Yu., and Bar-Yoseph, P. Z., 2004, “Multiple Solutions and Stability
the use of the independent global Galerkin approach allowed us to of Confined Convective and Swirling Flows—A Continuing Challenge,” Int. J.
. i . . . Numer. Methods Heat Fluid Flovi4, pp. 213-241.

obtain addltloqal valldatlop of the .re.sults. The stability study r€117] Baumgartl, J., Budweiser, W., Mar, G., and Neumann, G., 1989, “Studies of
ported below is done using the finite volume approach, which ~ gyoyancy Driven Convection in a Vertical Cylinder With Parabolic Tempera-

does not exhibit the convergence slowdoee Table 2). ture Profile,” J. Cryst. Growth97, pp. 9-17.
[18] Mdiller, G., Neumann, G., and Weber, W., 1984, “Natural Convection in Ver-
tical Bridgman Configuration,” J. Cryst. Growtfi0, pp. 78—93.
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Numerical Analysis of Natural
Convection and Mixing in
a.a. aunaicuin' | TwO-Fluid Stratified Pools With
B.R-sehoal § |pnternal Heat Sources

Professor
Fellow ASME The heat transport in two-layer fluid systems has been investigated numerically for slice-
type semicircular pools with internal heat sources. The fixed interface model has been
Division of Nuclear Power Safety, applied to study natural convection in the system of the immiscible fluids. The double-
Royal Institute of Technology (KTH), diffusion model has been employed to describe the heat transfer and mixing for the
Drottning Kristinas vag 33 A, miscible fluids. The numerical results are compared to data measured in the SIMECO
100 44 Stockholm, Sweden experiments. Based on the numerical simulations, the effect of the ratio of the fluid
properties has been quantified. The results are of interest for the corium melt coolability
in a postulated severe accident scenario in a light water reactor.
[DOI: 10.1115/1.1777578
Keywords: Computational, Double Diffusion, Heat Transfer, Natural Convection,
Stratified
1 Introduction ferent physical properties. No heat flux data were obtained in their

Research interest in natural convection has been motivated %éﬁg”;nrs:?;sr tgqre%s,fguonbds;?\%éhﬁrtﬁgirrn2??:%:::&20?3&%V;ige
its relevance in many applications including geophysical, chemt- n[7] studied hydrodynamic inst bilitp nd th rh | conv
cal, and nuclear. In particular, thermal convection driven by inte xgue studied hydrodynamic instability a ermal convec-

nal heat sources plays an important role in the post-accident h gp n a horizontal system of two immiscible fluid layers with

removal problem in the event of a core meltdown accident inlgternal heat generation in thg lower I.ayer. In their study, the Sys-
tems of heptane-water or silicone oil-water were bounded in a

nuclear power reactor. The success of in-vessel reterihidiR ! A
P HeR) pare cavity from below by a rigid, insulated surface and from

severe accident management strategy depends among other ¥ . . :
tors on the thermal loadings imposed by the convecting melt pddfoVe: by an |sothermal_wall. The heat was generated |nt_ernally in
e lower layer. Experimental measurements of transient and

[1,2]. The motivation for this work arises from the results of RAS! - A
PLAV experiments3] which show that the melt separation intoSteady state convection up to Rayleigh numbers dt @@re ob-
heavy and light fluids with a jump of uranium and zirconjunf@ined. The Nusselt numbers based on the average heat transfer
concentrations at the boundaries may occur for some corium copgefficient for different layer thickness ratios were obtained from
positions. The melt stratification of its oxidic components affectfi¢ experiments and correlated. The uncertainty in the measured
the thermal convection heat transfer. Thus, its effects on local hé# and Ra was reported to be less than 5.2 percent. The numerical
flux distribution and average energy transport must be evaluatd@jedictions in the vorticity-stream function formulation for a uni-
Much research effort has been directed at the problem of naf@tm computational domain of 2840 were found to be in general
ral convection in a uniform pool with internal heat generafiéh ~agreement with the data. The interface was treated as a semi-solid
However, only a few studies have focused on the subject of thé@nducting sheet with interfacial shear transmitted from the lower
mal convection in volumetrically heated stratified layer pool. Thigyer to the upper layer. In addition, simulations were performed
first experimental studies of natural convection in a double-lay®fth the interface assumed to be hydrodynamically rigid. It was
system with volumetric heat sources, motivated by issues relag@ncluded that for either interface, the overall flow pattern was
to the post-accident heat removal in liquid-metal-cooled fagot much affected by the hydrodynamics at the interface. How-
breeder reactors, were reported in 1970s. Fiddgnvestigated the ever, predicted Nusselt number for the case of a hydrodynamically
natural convection characteristics of two stratified immiscible ligigid interface was about 10 percent lower. Gubaidl8hdevel-
uid layers with an internally heated lower layer. The temperatugged two semiempirical correlations that may be employed to
was maintained equal at the top and bottom boundaries. Hept&valuate the heat fluxes in a horizontal double layer fluid system
and water were used as lighter and heavier liquids, respectivedjth internal heat generation in the lower layer.
The important conclusion was that the two layers behaved as ifRecently, the SIMECQSImulation of MEIt COolability ex-
separated by a rigid highly conductive wall. The correlation foperimental prograrfi9] was focused to study the effects of density
the Rayleigh-Beard convection in the upper layer and that for thstratification on heat transfer characteristics. A number of tests
lower layer internally heated and bounded by the isothermal wallgere performed in a semicircular vessel which is a slice geometry
were applied and the calculated values agreed with the experimegpresentation of the hemispherical lower head of a PWR such as
tal data to within=10 percent accuracy. Schramm and Reineké/estinghouse’s AP600 reactor. The system of two immiscible flu-
[6] studied experimentally and numerically the natural convectidds were composed of paraffin oil as the top layer, and water as the
in a rectangular channel filled with two immiscible fluids of dif-lower one[10]. The experiments were conducted for~RiD'?,
various depth ratiok,,={4:26,6:26 with the lower layer heated,
'Present address: CommissaridEmergie Atomique(CEA), 17 rue des Martyrs, and L,,={12:14,8:18,4:2R for the case when both layers are
38054 Grenoble, France. heated. The choice of the Rayleigh number was defined by the
size of the facility. In the prototypical reactor case the expected
Rayleigh numbers are higher (R40°-10').

600 / Vol. 126, AUGUST 2004 Copyright © 2004 by ASME Transactions of the ASME

Downloaded 06 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Temperature distributions, local and averaged heat fluxes, ratio
of energy transferred upwards to downwarQs, were presented.
The presence of an upper layer, heated from within or without L \
heat sources, significantly decreased the upwards heat transfer.
The local heat flux peaked below the interface and was found to
be greater than that in the corresponding single layer experiments.
No dependency oh,, was observed for cases of heat generation
in the lower layer. No mixing between the two fluids was ob-
served, and the interface did not deform.

Tests employing salt water for the lower layer, and fresh water
for the upper layetmiscible fluids)were conducted as well1].  Fig 1 Pproblem formulation and boundary conditions em-
The density difference between the upper and the lower layer Wagyed in CFD simulations
varied fromAp=2 percent taAp=30 percent. FOAp<5 percent,
a blurred interface was observed, and &gr>5 percent the inter-
face was defined by a distinct boundary. Mixing time was found to
be dependent oip and the heat generation rate. The energy splitty of core melt, radiation heat transfer from the pool top surface,
Qi2, defined asqyp-Aup/dy-Aq, took values much less thanmetal layer focusing of heat flux to name but few. These complex
those in the corresponding uniform pool and did not change sigsues are not within the scope of this paper.
nificantly during quasi-steady state, when partial mixing occurs at!n section 2, two mathematical models for double-layer thermal
the interface and side boundaries. As rapid total mixing occurré@nvection in immiscible system and for double-diffusion are in-
between the |ayerle increased reaching the value for the uniIr-oduced. The_description Of numerical methOdS and (?Ode are
form pool and the temperature of the pool decreased to the val@en. Application of the models and results of computations are
of the corresponding single-layer pool. Temperature distributiof@émonstrated and discussed in section 3. First, heat transport in
local and averaged heat fluxes, ratio of energy transferred upwafg&!ified pools is compared to those in the uniform pool. The role
to downwards(sidewards)Q,, were measured and the mixingq the nature of interface on the average heat transfer characteris-
process was recorded on video. Some of these two-layer pool tetéctg IS |_nvest|gated in several numerlc_al tests. In the next par, the

; ; . predictions of SIMECO tests at Rayleigh number lower than those

were repeated with the two fluids separated at the interface b

. . Yn%he tests are described. Results of a parametric study on effects
thin (about 1 mmyopper plat¢12]. The tests were carried out forof the upper fluid layer properties and height ratio on heat transfer

two different fluid layer combinations, water-water and paraffify)o\s 'In the last part of section 3, mixing of two miscible layers
oil-water, in order to determingl) the effect of a rigid interface is sydied. Appropriate dimensionless parameters are identified

on heat transfer, as compared with a case of direct contact Bgy their effect on mixing time is investigated. Finally, a summary
tween the immiscible layers?) the effect of a rigid interface in can pe found in section 4.

the of case of water-water, as compared with a diffuse interface in
the case of salt water-water; af@) the effects of different ther-
mophysical property ratios. The experimental values @f . L
showed that for the immiscible fluids systdparaffin oil-watey, 2 Modeling of Natural Convection in a Double-Layer
the rigid interface has nearly no effect on heat transfer and tRystem
average value of the energy splitting is the_ same as in_ the case Oﬁ.l Fixed Interface Model.
direct contact between the two layers. This agrees with the C‘E'two layers of incompressible immiscible fluids with internal
clusions based on experiments, reported by Haberstroh and Kga¢ generation. By “immiscible” layers, we assume that fluids
inders [13] that the thermal convection heat transfer in an oilsomposing different layers can not mix at the molecular level and
water system is not affected when the two layers are separateddeymass transfer, across the interface, takes place by convection
a thin conductive plate. In cases of salt water-water versus watgfrd diffusion. The fluids have separate velocity and temperature
water with separation, the average valuesQq$ were similar to  fields and exchange momentum and energy through the interface.
each other. However, the data scatter around the average vatpgg liquid-liquid interface is assumed to be horizontal and does
was much more pronounced in the first case. It was concluded that deform. The interfacial forces due to the variations of the
the diffuse interface, prior to complete mixing of the layers, hasurface tension produced by temperature gradi@iésangoni ef-
no significant effect on the average heat transfer characteristicgects)are assumed to be negligible. This approach was used pre-
No numerical studies on thermal convection in a double-lay&iously in the numerical studies reported[itd—16].
system, miscible or immiscible, for case of complex semicircular We consider two immiscible fluid layers of depthg andL,;
geometry have been reported so far. the upper fluid is designated as 1 and the lower fluid as 2. The
In this paper, computational fluid dynami¢€FD) analyses fluids are enclosed in a two-dimensional semicircular cavity of
have been performed to study the natural convection heat trangfgliusL. The geometry configuration and the fluid height ratios
in two-layered misciblésalt water-waterand immiscible systems L1z are chosen as in the SIMECO tests. Hegt; is generated
with internal heat generation in a semicircular vessel. The obje¢lumetrically either in both layers or in the lower layer. Two
tive of the work is to delineate the effects of stratification anfluids are bounded by isothermal surface at temperakyreNo-
mixing on heat transport in a two-fluid density-stratified pool. waelip boundary conditions are applied along the rigid walls. Ini-
have also performed a parametric study to assess the effectidfy the fluids are quiescent and at uniform temperature. Sche-
physical properties on the heat transfer characteristics to compiatic of the problem and boundary conditions employed are

ment results obtained from experiments by means of CFD si nown in Fig. 1. The B_oussinesq approximation Is assumed for the
lations for a range of lower Rayleigh number and to combine T;peuoyancy force. The independent variables are scaledlas,

experimental data and the computational results. U.LZ/VZ' t’.’Z/Lg.‘ (T._TW)./(Q"LS/kZ)‘ pLg/pz.V%' The conserva-
In the present study, we do not attempt to provide any reacfiiy" equations in dimensionless form for fluid 1 are

assessment by using the obtained numerical results. There are V-u=0 1)

large uncertainties in the current knowledge about related proto- 5

typical reactor situations. In fact, reactor conditions involves num- _U ) __ -1 . 2

ber of other complicating factors. These include physical chemis- 4t FU-VIU==p1; VP+ SR /PR)ATI+ viVou - (2)

We consider the heat transport
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e p=pL%pr?, T=(T-T)/(QL%K), S=(S-S)/(S,~S).
[ i f raes--22] Hence, the conservation equations for the Boussinesq fluid may be

; .f} P written in the following dimensionless form:
“gfﬁﬁ?\ - =1
ﬁu;,f“*; _,..-."r’.‘ ) V-u=0 (8)
L et au o,
S o Tt 5,-;;&"*“ — T(U-V)u=—Vp+Ra/P(AT-\AS)j+ V2,  (9)
= g e L
e aT 1_, 1
1012 B ! E-FU-VT:EV T+E (20)
f{__,_- gl Nu, (corretation of Mayinger st al.) Ll r r
o | === Muy (corelation of Mayinger et al.) JS 1
® MNu,, (Present work) [ _ 2
[ Nu;p[Prasanl work) 'l E-ﬁ-u-VS— LeF’I’V S (11)
T whereS; and S, are initial minimum and maximum solute con-
w10 1o 107 10" 10" centrationgwt %]. For the sake of simplicity we have used the
Ra same notation for dimensionless parameters as for corresponding
dimensional quantities. The new dimensionless parameters are
Fig. 2 Variation of the average Nusselt number with the Ray- Aq, a stability number which is a measure of the ratio of density
leigh number for a uniform pool cha}nges due to the .s.ta.blllzmg effect of the solute stratification
divided by the destabilizing effect of internal heating and external
cooling, and Le, the Lewis number, which is a ratio of thermal and
solute diffusivities. Le and.q are defined as
T yovr=S2ger, 2 )
at Pr, KyPr sz
2
and for fluid 2 BQ,L7K (12)
V-u=0 4 Le— a
Ju D
— . = — 1 2 . . . .
ot +(u-Vyu Vp+(R&/Pr)ATj+ Vu ®) 2.3 Computational Details. The numerical calculations
were performed using the general-purpose CFX-4.1 Totlee
v Lvers L (6) lransport equations are discretized using a conservative finite-
ot ’ - Pr, Pr, difference method with all variables defined at the center of con-
trol volumes which fill the physical domain being considered. For
) %_ % most of the present work, if not stated otherwise, third-order ac-
M1z ay  dy curate CCCT upwind scheme for treatment of the advection term,
fully implicit backward difference time stepping procedure and
9Ty _dTy SIMPLEC velocity-pressure coupling have been uftl]. The
29y oy performance of CCCT scheme has been compared to other nu-
merical schemes available in the code and chosen for its low
u;=u; (") numerical diffusion22]. The above described models are imple-
vi=0-=0 mented into the code by means of the code user FORTRAN
1—r2 routines.
T]_:Tz

Benchmarking of the Code.The fixed interface model was
The motion of fluid in a double-layer system not only depends dested on the two-layer Couette flow benchmark and on the heat
a Ra and Pr, but also on the ratios of physical properties. Withcanduction problem of two fluids having different conductivities.
number of new dimensionless parameters that enter the governingddition, the model was validated against the experimental cor-
equations, the investigation of the two-layer problem becomeslation of Kulaki and Ngueifi7] in the previous study23]. For
significantly more complicated than that of a single-layer. the miscible case, the validation against the experimental data of

e . Bergman and Ungaf24] was made in the earlier study of the
.2'2. Double-D_lffusmn . Mode_l. _The_ subject _ of .dOL.’ble' two-layer mixing in a rectangular, salt-stratified pool destabilized
Fjlffu5|ve convection had its beginnings in the 1950s with '.“tereBS/ heating and cooling on lateral boundarigg]. Previously, the
in it coming mainly from oceanography. It is concerned with th .

e X . FX full I in th i
study of fluids in which there are gradients of twor more) €FX code was successfu y employed in the extensive study of

. S 2 .. /. natural convection in single-layer pools with volumetric heat
properties with different molecular diffusivities. DOUble'd'ﬁus'vesources{25,26].

convection has been studied extensively in the environmental sci-
enceg 17,18]. Direct simulation of double-diffusive layered con- Grid Independence Study.The computational mesh is con-
vection has been reported [ih9,20]. However, a numerical studystructed using a multi-block approach. Up to 17 blocks are at-
of double-diffusive convection with internal heat generation haached to form the full domain for the fixed interface model. The
not, to the author’s knowledge, been reported so far. flow domain is divided in two sub-domains coupled through the
As in the previous part, we consider a semicircular twoboundary conditions at the interface. In order to correctly resolve
dimensional enclosure of radillsbounded by isothermal surfacesheat transfer near the interface and isothermally cooled walls, a
(T=T,). Initially, the fresh water layer$, =0) of depthL, rests very dense mesh was used in these regions. An example of grid
on the top of the salt water layer of concentrati®n and the employed for calculations is given in the appendix, Fig(al4
maximum depthL,. The two-layer system can be destabilizedrid sensitivity tests were performed. Several different grid sys-
and mixed by heating due to the uniform heat sou@gdocated tems were tested for each model and for each configuration. The
in both layers and cooling at the boundaries. The nondimensional
quantities introduced are defined msx/L, u=ul/y, t=tv/L? 2Property of AEA Technology, U.K.
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Fig. 3 The mean Nusselt number as a function of the Rayleigh number for (@) Lp=4:22, Pr=6.5, Q,1=0Q,,; (b) L,

=8:18, Pr=6.5, Q,1=0,,

criterion for the grid choice was the convergence of the value atcepted data from the uniform pool case, é2dto obtain heat

the mean Nusselt number. An example of the mesh independetramsfer data that can be directly compared with the stratified pool
study is presented in appendix, Table 1. The grid chosen for sinuases studied here.

lations of convection of immiscible fluids was about-18° The set of the Navier-Stokes Eq4)—(3) is integrated numeri-
nodes. For the double-diffusion model, a typical mesh is presenteally for a;,=v1,=B1,=p1,=1 andL;,=0. The Rayleigh num-

in appendix, Fig. 1b). As a result of the grid independence studyer, Ra, based on the reference value of the radiswvaried from
(Fig. 13), the mesh with about 1¥6® nodes was chosen. The5.10f to 1.3-10'° and the Prandtl number P6.5. The time inte-
time scales of development of the interfacial instabilities and mixration is performed until a statistical steady state is achieved.
ing of layers are very short, hence, very small time steps werRiring calculations, the overall energy balance in the pool has
chosenAFo,<O(10 7). Eight iterations are performed at eactbeen checked. The resulting heat fluxes and, consequently, the
time step to assure the mass balance. In total, each run compris@srall energy balance exhibits an oscillatory behavior due to tur-
of about six thousand time steps. The total CPU time for each rygilence. The amplitude of oscillations increase with the increase
in case of miscible layers was of order OF)18 on one processor of the Rayleigh number, and it is considerably larger on the top

of Cray J90 workstation. surface where intensive turbulent mixing occurs. It should be
) ) noted that turbulence in buoyancy-driven flows exhibits itself al-
3 Results and Discussion ready at relatively low Rayleigh numbers. The computed flows

under consideration are partially turbulent. For higher Rayleigh
numbers, it is known that two-dimensional direct simulation
without an additional turbulence model or an application of any
ind of wall-functiong of the equations of motion results in un-
derprediction of heat transfer due to strong turbulef%], and
Uniform Pool. The purpose of these single-layer tests is twahree-dimensional simulatiofDNS or “quasi-DNS”) is required
fold: (1) to benchmark the computational method against welb represent correctly the turbulent mixing. The available

3.1 Comparison of Convective Heat Transfer in Miscible
and Immiscible Fluid Systems. In this part we would like to
compare different stratification conditions with immiscible fluid
and double diffusive system.

| a)
b ¢l

Fig. 4 Normalized with T . isotherm patterns in case of (a) stratified immiscible fluids; (b) stratified miscible fluids
(Ra=1.3-10%, Ra,=2-10°, L;,=8:18, Q,,=0Q,,); (c) one fluid
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Fig. 5 Variation of the average Nusselt number over the side wall (Ra=2-10° Pr=6.5, L,,=8:18): (a) heat generation in

both layers; (b) with and without heat generation in the upper layer

turbulence models were critically reviewed[ia7]. The applica- more heat is being transferred upwards. For-R&", the corre-
tion of the Reynolds-averaged Navier-StokBANS) turbulence |ation givesQ,,~2, the value measured in uniform pool, water
models (e.g., the two-equation eddy-viscosik/-e models)to  gMECO tests.

thermal convection in stratified pools at high Ra did not give

satisfactory result§27]. Therefore, we have limited our study to Immiscible Fluid Layers. The set of Eqs(1)—(6) along with
the moderate Rayleigh numbers where the two-dimensional diréeé boundary conditions Eqs¢7) are solved numerically. Two
integration of the Navier-Stokes equations without the additionhgight ratios are consideredl;,=4:22 (“thin” layer) and Ly,
turbulence model gives reliable results. For the detailed discussie:18 (“thick” layer). The Rayleigh number, Ra, is varied from
on modeling issues related to thermal buoyant flows, a reader a8-10" to 1.3-10'°. The fluid properties of the top layer fluid are

be addressed 4®8,29]. equal to those of the lower layéPr=6.5). The heat is generated
The computed time and space averaged Nusselt numbers jgrgoth layers.

compared with the experimental correlations of Mayinger etal. = ) )

[30]. The heat fluxes are estimatedgaskx 9T/dn with the first- ~ Miscible Fluid Layers. The set of Eqs(8)—(11) is solved nu-
order approximation used at the boundary. The computed resuifigrically. Simulations are performed for 6.5, Le=100, and
presented in Fig. 2 are in good agreeméntl5 percent)with L1,=4:22 orlL,,=8:18. The Rayleigh numbers are taken as in
experimental data. The computed average valugd,pfire about the previous, immiscible layers case. The stability numbgiis
unity, the value obtained from the Mayinger correlation. The valuaken equal to about 0.07 for most of the calculations. For this
of Q,, increases with the increase of the Rayleigh number, i.@glatively high value of\q, the system reaches thermal equilib-

a) . . b} . . :
100 Senianadea b B 100 pozzoozdoczzoozizozzoomeooozzoizooozooiy
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o e EEEEi s s e i
. B :
,
1] | L
3 ' - o 3 |0
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Fig. 6 The mean Nusselt number as a function of the Rayleigh number for (@) L1,=4:22, Q,1=0Q,,; (b) L,;,=8:18,
Qv,1=ov,2
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Fig. 7 The mean Nusselt number as a function of the Rayleigh number for (a) L1,=4:26, Q,;=0; (b) L;,=6:26, Q,,=0

rium at times corresponding to the Fourier number,. Facase of the thicker upper layer. This might be explait&dthe
~0(103) when the mass diffusion effects are negligible and npresence of heat sources in the top lageiore heat is being
mixing has occurred. At these times the interface remains sha@gnerated within the thicker top layerand (b) more efficient

and horizontal. In general, the interface stability depends on Ranvective heat transfer mechanism upwards. The comparison of
the stability numben, and the height ratid,,. It should be the results for the immiscible and miscible systems demonstrates
recognized that the mixing in a two-layer fluid subjected to sheahat there is little differencéless than 10 percenbetween the

free turbulence is a very complex hydrodynamic phenoni28& 5y erage Nusselt numbeffig. 3). Figure 4 presents the computed
We have addressed the issues associated with the interface St%)r]i'perature fields in three different cases. The calculated flow

|tyv?/2%V?&Ténl%]kgntéhgoﬁ%ta?: %gfr}{gznswgﬁ transfer characteristfig@ld in case of stratified fluids, both immiscible and miscible, can
in miscible layers with those in immiscible ones. The results ¢f¢ separated into three distinct regions. The flow pattern in the
simulations are presented in Fig. 3. The averagg,Mulower and UPPer layer resembles the one typical for the Rayleighee

Nug is higher in the double-layer system than in the uniform poofonvection regime. The flow field in the bottom layer include:

This indicates higher thermal loading on the side walls. The effiverted thermals descending from the interface whose tempera-
ergy splitting,Q,, is mostly affected by fluid stratification. In theture is lower than that of the lower core region. This creates a
miscible case, the average values@f~0.6 forL,,=4:22, and relatively well-mixed unstably-stratified convection-dominated re-
Q,,~0.8—0.7 for L,,=8:18. In the immiscible case, the meargion in the upper part of the bottom lay€®) a steep boundary
values of Q;,~0.7 for L;,=4:22, andQ,,~0.8—0.7 for L;, layer descending down along the curved side wall, éBda
=8:18. Thus, the fraction of heat released within the layer, thatsgably-stratified conduction-dominated lower pool. In miscible
transferred to the side walls, is significantly greater than that in tisgstem, there is a thin layer of quiescent diffused interface. The
uniform pool Qq,~1.3 for Ra~10'9. It is interesting to note heat transfer in this layer is mainly by conduction. Since the in-
that the heat transfer sidewards is not considerably affected by teeface temperature is higher th@y and, as a result, the inverse
increase inL,, while the heat transfer upwards is higher for théemperature gradients are lower, the thickness of the unstably-

a}'l 0 —e———a—p . T y = 1 h)“.ﬂ —t 2 r e e T '”—Lﬂ
1 : . ® SIMECO Data, Ra,=1.5x10" 4
.. NTERFAGELOCATION _ _ _'.f.! - ; 10" 7
it I G R 8 M og | @  oPresentwork, Rag=2x10"___ . .
# SIMECO Data, Ra,=7x10 1 g : :
] (- Bt L e e ey il T R A PO | e s
o « Present work, Ra,=2x10 .”__‘,_.:?“: T INTERFAGE LOCATION o
jus __________ : .......... J;I_r....: ........ Tﬂ_ﬁ....._.._- ________ :.... "r,:l‘:"‘ _.: ........
* i #*"ﬁ ! + ! J:,;Hi" ]
=) 11IIr - | o ' i
i o+ = ol 1 i
EU-‘ 4 ..:._L.._" ...... L I de e L T R e I',. .:. ........
! g ! !
u_z........_;_ia'.'.:_...T. R _E ________ o2 Lv:.:'....'_._i ........ R ]
. ' : =T o : !
> i N B SN W O IR ! ]
D'Do.’ﬁ 02 0.4 06 08 1.0 u.uﬂ_a 02 0.4 0.6 08 1.0
':T - T'HHTH'III_ T'I'} {T = Tﬂ“‘mﬁ- H]

Fig. 8 Time average centerline temperature distributions for (@ L,=4:22, Q,1=0Q,; (b) L1,=8:18, Q,1=0Q,>
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Fig. 9 Time average centerline temperature distributions for (a) L1,=4:26, Q,;=0; (b) L;,=6:26, Q,,=0

stratified region in the double-layer fluid is considerably smallgransfer characteristics as well as to complement results obtained
than the one in the uniform pool. Figure 5 presents the angufaom the SIMECO experiments by means of CFD simulations for
distribution of the local Nusselt number at the side vessel wad. range of lower Rayleigh numbers and to combine the experi-
The side wall heat flux gradients over the interface are less shangntal data and the computational results to cover a greater range
in the miscible system due to the diffused nature of the interfacef. Ra numbers. Simulations are performed for the double-layer
It can be seen that in the stratified pool the thermal load differmmiscible system. Two cases are considered: the case of heat
dramatically from the one-fluid pattern. The heat flux increase®neration in both layerd ¢,=4:22 orL,=28:18), and the case
with angle ¢. However, it reaches its maximum value in the reef heat sources in the bottom layel6=4:26 orL,,=6:26).
gion just below the interface. A$ passes throughb;,;, the heat The physical properties of the bottom layer fluid taken are those
flux abruptly decreases reaching its minimum value at the intesf water and the properties of the top layer fluid are those of
face. In the top layer, the heat flux increases to its local maximuparaffin oil. The conductivity and the viscosity ratios of two fluids
close to the upper wall and decreases soon after to zero valae k;,=1:3 and u,,=20. The Prandtl numbers are,Pr370,
This behavior reflects the development of the boundary layer &m,=4. The Rayleigh number based on the lower layer properties,
the side wall interrupted by a stagnation point of the interfadRa,, ranges from 19to 10
intersection with the side wall. The instantaneous local NusseltThe computed and experimental mean Nusselt numbers are pre-
number distribution at the side wall is practically identical fosented in Figs. 6 and 7. It can be seen that the extrapolation of the
cases of miscible and immiscible flui@Sig. 5(a)), i.e., the nature predicted Nusselt numbers result in values consistent with those
of the kinematically stable, diffused interface seems to play littieasured in the experiments. The time-averaged centerline tem-
role in determining the heat transfer characteristics at timgs Feerature profiles are presented in Figs. 8 and 9. The experimental
<1. The presence of the heat sources does not seemingly affggiies were obtained from time-averaged measurements with
the heat transfer sidewards in the lower lagfeig. 5(b)). thermocouple probes located at the centerline of the pool. These
. ) . normalized values are compared to the numerical results for lower
3.2 Computations for the SIMECO Tests Configurations pavieigh numbers. The deviation in the experimental values from
The objective of these numerical experiments is to perform a paga computed linear profile is likely to be due to the fluid motion

metric study to assess the effect of physical properties on the hﬁ?ésent in the lower layer at much higher Rayleigh number in the
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c)
3.3 Effect of the Upper Layer Physical Properties. In

general, the heat transfer in a multilayered system depends on a
multitude of parameters such as ratios of thermophysical proper-
ties, layers thickness, heat generation rates, etc. The correlation
between the energy split and the thermophysical parameters of
interest is not known for a semicircular geometry as it was ob-
tained for a rectangular cag&2]. Therefore the assessment of the
effect of properties at a specified thickness ratio of the layers by
means of CFD is desirable. We would like to determine the effect
of the key parameters, i.e., conductivity and viscosity rakigs

M1z, ON the heat transfer process for stratified layers. The values
of ki, and w4, considered are 5:1, 1:1, 1:5. The Rayleigh number
Ra, is chosen equal to 1.20%. The simulations are performed
for two configurations of.,,=4:22 andL,,=8:18 and same heat
generation rate in both layers. Figure 10 presents the effect of
different ky, and w1, on the mean energy spl®,. A strong
dependency o€, on k;, can be observed. For caseskgf=<1,

the upper layer introduces additional thermal resistance and thus,
decreases heat transferred upwards. AgQip, is higher for the
thicker layer due to the heat sources present in the upper layer.
— ————————————  The maximum value of side wall heat flux can be much higher
than in the corresponding uniform pool case and is located right
below the interface. The effect of viscosity is less significant.
Lower viscosity in the upper layer increases the convection inten-
sity and the heat transfer. The differenceQn, for x,,=5:1 and

1:5 is about 30 percent.

d)

3.4 Mixing of Double-Layer Salt-Stratified System. In
this part, we would like to perform the numerical analysis for a
layered salt-stratified system, destabilized and mixed, by internal
heating. The purpose of these calculations is to delineate the effect
of the Rayleigh number, Ra, and the stability rakig,, on mixing
= time Fq mix Of the layers. Calculations are performed forE00,
Pr=6.5, Ra=1.3-10°, andL,,=8:18. Different values okg are
considered. In the absence of convective motion the layers are
mixed in times Fg ;,~O(1). Itispractically impossible to cover
computationally the whole range of mixing times from the mini-
mum value which corresponds to an almost homogeneous pool
upto the case of mixing due to diffusion only. Besides computa-
tional expense and the problems associated with numerical diffu-
tests. The temperature distribution in the lower layer is almoston which may affect the results of the simulations, there could
linear in all cases and indicates that fluid is stably stratified in tHe different regimes of mixing depending on values of
region. Both computed and experimental values show a sharp dgr&. . Here, we consider only such initial parameters that the mix-
dient across the interface. For the case of heat generation in thg of layers occurs in times E@,x<1. More precisely we con-
lower layer, the profiles in the upper layer are typical for those sfder mixing which may occur in times less than fg <10~ 8
Rayleigh-Beard convection. which corresponds to few hours for a pool of characteristic size

Fig. 12 Concentration (left-hand column ) and temperature
(right-hand column ) fields for Ra= 1.3-10°, X ,=2.33-10"2 (a)
F0,=8.3-10"%, S;ax=1.0; (b) Fo,=10-10"%, S,,x=0.99; (c) Fo,
=11.5-10"%, S,,,x=0.98; (d) F0,=12.8-10"%, S, ,«=0.96; (e) Fo,
=14.2-10"%, S,,.,=0.94
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L~ 10"*m. The density difference due to salinity was varied becular vessel. The motion of the initially planar interface between
tween 0.5 percent and 2 percent. We define the mixing timée two stably stratified layers of fluid is computed once the con-
Fo. mix, as the time that corresponds to a sudden increase in heattion began. The development of interfacial instabilities leading
transfer. _ ) o to a rapid mixing of the layers is predicted. The shape of the

The results of simulations are presented in Fig. 11. As expectggterface during mixing becomes highly nonlinear and is charac-
the mixing time increases with increase 10§ . For Aq values arized by multiple vortices. The physical mechanisms responsible
smaller than 310" which corresponds to initial density differ- to, the mixing of the stratified layers in an internally-heated sys-
ence of about 2 percent the mixing of the layers was not achievegh, are elucidated.

S 3 .
in times FQ rm, less than O(10°). The interface, for these cases, \yg pelieve that the present study is the first attempt to describe

remained almost horizontal. Once thermal equilibrium has be@forent stratification conditions with immiscible fluids and

reached, the average heat transfer characteristics do not changc?0
the time period considered. The dynamics of mixing is depicted In
Fig. 12. The convecting cells in both layers cause the formation g
cusps at the interface. The interface adjacent to the cooled walls
moves downwards. The quasi-steady state, when thermal equilib-
rium has been achieved, can be attained prior to mixing depending
on the value ol for a given Ra. Fluid, flowing down along the

side boundaries, penetrates the diffusive interface trapping the hot
core region below the interface from the sides and at some point
the interface is ruptured. As energy is released from the core re-
gion, the heat transfer upwards increases to its maximum value

Uble-diffusive system in semicircular cavities with internal heat
neration.

and the mixed system is approaching quasi-steady state rapidpmenclature

The partially unmixed salt region accumulates at the bottom of the A = surface area, fn

vessel. The time- and space-averaged Nusselt numbers of the sys-  « — gnstant

tem in the mixed state are in good agreement5 percentjwith c,. = ratio of i-layer toj-layer specific heat
the experimental correlations of Mayinger et E80]. The tran- pB — solute diffusivity, n/s

sient Nusselt number is presented in Fig. 13. The quasi-steady =
state prior to mixing is clearly observed. The jump in Nindi-

Fourier number, Fg=t-D/L?

cates the break-up of the trapped core region with subsequent | J» K = unit vectors inx, y, z directions
energy release to the upper boundary. k = heat conductivity, W/nK »
kij = ratio of i-layer toj-layer conductivity
L = total height of the pool, m
4 Conclusions Lj; = ratio of i-layer height toj-layer height
. . Le = Lewis number, Le a/D
CFD analysis has been performed to study the effect of fluid n = normal vector
§trat!f|cgt|on on heat transport in .two-layer pOC.)|S.. M!sc[ble. and Nu,, = mean Nusselt number at the upper surface, Nu
immiscible fluid systems are considered. The liquid-liquid inter- —a L/KAT
face in immiscible fluids is assumed to be horizontal and non- Nu, = mg;’; Nuzsselt number at the curved surface: Nu
deformable(fixed interface model Computations are performed d L LJKGAT &
for the complex semicircular geometry for Rayleigh numbers up ~QaL/Kz
to 101 Pr = Prandtl numberPr= v/«

Both fixed interface and double-diffusion models are applied to p

dynamic pressure, N/m

investigate natural convection phenomena in semicircular pools. Q = heat transfer rate, W
Calculations have been performed for the cases of “thin”, 4:22, Q, = volumetric heat generation rate, Wim
and “thick”, 8:18, upper layers with heat sources either in only ~ Q12 = mean ratio of heat transferred upwards to heat

the lower layer or in both layers. The comparison of the results for
the immiscible and miscible systems before mixing demonstrates q

transferred downwards or sidewards
heat flux, W/nf

that there is little differencéless than 10 percenbetween the Ra = internal Rayleigh number, Rag8Q,L% vak

average Nusselt numbers. Both fixed interface and double- Ra, = Rayleigh number based on the reference values of
diffusive models provided almost the same local Nusselt number the lower layer

distribution on the side wall. The side wall heat flux gradient over S = solute concentration

the interface is less sharp in the miscible system due to the diffuse T = temperature, K

nature of the interface. The local and the average Nusselt numbers = time, s

are presented and compared to those of uniform pools. The results u = velocity vector, m/s

of CFD simulations show that the maximum value of the down- — Cartesian coor’dinates, m

ward heat flux can be much higher in the stratified pool than in the(x’y‘i)_
corresponding case of a uniform pool. The average upward Nus- :
selt number is lower, and the average downward Nusselt numi§gieek
is higher, for the double-layer system than for the uniform pool.

coordinatej, m

. . L = coefficient of thermal expansion; 1/pydp/dT,
The simulations are conducted for a paraffin oil-water system, A 1K P Pocp
and results are compared to data obtained in the SIMECO experi- B; = ratio of i-layer toj-layer coefficient of thermal

ments. Different layers depth ratiod,,,, were considered:

{4:22,8:18,4:26,6:26 The major trends in the vessel wall heat
flux and temperatures can be predicted by the CFD model. A case Y
of heat generation in both layers is considered also and the fluid

expansion

= coefficient of fractional expansion due to solute

thermal boundary layer thickness, m

properties of the upper layer are varied parametrically. The energy A = difference between two values of some parameter
splitting was found to be strongly dependent on the conductivity ~ Ao = stability number)o=yAS/BQ,L?/k
ratio. The dependence on the viscosity ratio is weak. wij = ratio of i-layer toj-layer dynamic viscosity
A numerical analysis is performed for a two-layer salt-stratified V = vector operatory =id/ dx+jdl dy +kal 9z
system, destabilized and mixed by internal heating in a semicir- pij = ratio ofi-layer toj-layer density
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Subscripts up = related to the upper surface
w

1 = top layer = wall
2 = lower layer List of Acronyms
exp = experimental LWR = Light Water Reactor
comp = computational, computed PWR = Pressurized Water Reactor
corr = correlation RPV = Reactor Pressure Vessel
d = related to the curved or lower surface SIMECO = Simulation of MEIt COolability
int = interface SIMPLE = Semi-Implicit Method for Pressure Linked
max = maximum Equations.
Appendix
Table 1 Example of the mesh sensitivity test (L,,=4:26,
Ra,=1.2X10)
Number of Number
Mesh blocks of nodes Ny Nuy
1 7 4685 36 12
2 12 8358 39 10
3 17 13,696 43 9
4 17 15,768 43 9
a) b)
Fig. 14 Computational domain of semicircular cavity for (a) immiscible layers
(L,,=6:26); (b) miscible layers (L,,=8:18)
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A Computational Study on
Flame-Solid Radiative Interaction
amikemar | 1N Flame Spread Over Thin
Kevin Tolejko SO"d'FUEI

ye
James S. T'ien A detailed, two-dimensional, laminar, flame spread model over a thin solid is solved in

both a normal gravity downward spread configuration and in a microgravity quiescent
Engineering, atmosphere configur_ation. The ra;jiation transfer equation is solved using discrete or;ji-
Case Western Reserve University, nates m_ethods. \{Vhl_le ﬂa_lme rad_latlon pIa_ys only a '_secondary role in normal gravity
Cleveland. OH 44106 spread, it is crucial in microgravity. By using the solid fuel total emittance and total
' absorptance as parameters, systematic computations have been performed to isolate the
roles of flame radiative loss to the ambient, absorption of flame radiation by the solid and
solid emission. Computations show that depending on the values of the solid radiation
parameters, trend reversals in spread rate and extinction limits between flames in normal
gravity and in microgravity can occur{DOI: 10.1115/1.1773196

Department of Mechanical and Aerospace

Keywords: Flame, Heat Transfer, Microgravity, Modeling, Radiation

Introduction zone. Here the gaseous reaction is initiatedith respect to the

. . ... _upstream oxygen floy By including finite-rate chemical kinetics
Flame spreaq over a solid fuel can be described as a d|ﬁu3|8ﬁd by resolving the structure of this zone, flame-spread limits can
flame propagating parallel to a solid fuel surface. The flame [N analyzed

formed by_ a reaction between oxygen in the atmospht_are and_ fuel—ieat transfer takes place in the gas-phase by the mechanisms of
vapor, which originates at the solid fuel surface and diffuses 'n%nduction, convection and radiation. In the solid, the heat trans-
the surroundings. A part of the thermal energy released by & s mostly by conduction and solid radiation. Conduction in
flame from the chemical reactions heats up the solid ahead of @ mally thin solids is not a rate-controlling process, and classical
flame and also pyrolyzes the solid into fuel vapor. When enoughalysis' has focused mostly on the gas-phase conduction/
fuel vapor blends with the air, a combustible mixture is formegdgnyection mechanisiil]. Radiation becomes important in flame
and the flame advances across the surface. - spread in microgravityug) because of the reduction of convec-
Traditionally, flame spread over solids is classifigdsed on tjon [2—7]. While radiant emission from a hot solid serves as a
flow direction relative to the flameas opposed-flow spread, heat loss mechanism, the flartgas-phasejadiation has at least
where the flame spreads against the flow direction, or concurreb contributions: one as a heat loss mechanism to the ambient
flow spread, where the flame spreads in the direction of the flowhd other as a heat feedback mechanism to the solid fuel. The
The flow can be buoyancy induced, forced or a combination fteraction of flame radiation with the solid can be complex, de-
both. In purely buoyant flows, the downward flame spread is gending on the solid radiation properties. There are relatively few
opposed-flow spread. The purely forced case can only be achiegegdies of flame spread that account for flame radiation. In op-
in zero gravity(0g) or microgravity (ug) (for the purpose of this posed flame spread modeling, Bhattacharjee, Altenkirch and their
work we will use these two terms interchangeabln interesting collaborators[3,4,8] included flame radiation in their model.
special case of opposed-flow flame spreadug is the self- Comparisons of their modeling results with space experiments
propagation of the flame in a quiescent atmosphere where thersupport the importance of radiation in microgravity. Lin and Chen
no external flow with respect to the laboratory coordinates. Hoy9] also included a radiation model in their downward flame
ever, since the flame is spreading, the spread rate is itself $@eading computations in reduced gravity.
relative convective velocity between the flame and the ambientOne of the difficulties of including flame radiation in the com-
atmosphere. In flame-fixed coordinates, this yields the limitingustion problem is that the gas radiation, which even by itself is a
case of opposed flame spread in a forced flow situation. very complex process, is coupled to the reactive flow and the solid
The flame-spread rate in an opposed-flow is primarily comyrolysis process. In addition, gas radiation is spectral. The gas-
trolled by heat transfer forward to the unburnt solid fuel. As illusphase radiatively participating species include the combustion
trated in Fig. 1, the solid consists of two zones: a pyrolysis zomgoduct gases (COand HO), fuel vapor, and possibly soot
(Ip), where the fuel vapor is produced, and a prelistbiliza- (however, in certain flan_we_s in microgravity, soot is practically
tion) zone (), Where the flame transfers heat upstream to tr@sen{10,11]). Although it is now possible to use spectral analy-
unburnt solid. In the preheat zone, both stream-wise and cro§§s. such as the narrow-band mo@#g], in computing one-
stream heat and mass transfer are important. Therefore, the géensional flames their adoption to this class of coupled multi-
erning differential equations are elliptic. To be consistent with tHéimensional flame problems is still computationally prohibitive.
heat and mass transfer treatment, the momentum equations nfiisgghermore, in the combustion of most solid fuels the detailed
be the full Navier-Stokes equations. In the opposed-flow flaniBermal decomposition and gas-phase reactions are not well un-

spread, the preheat zone coincides with the flame stabilizati#irstood and therefore empirical one-step kinetic models are often
used. To be compatible in the sense of overall accuracy, a radia-

Contributed by the Heat Transfer Division for publication in tt®UBNAL OF tion .mOdeI using mean absorptlo_n coefflc_le_nts IS adOpted' The
HEAT TRANSFER Manuscript received by the Heat Transfer Division February 28d?ta'|5 on h(_)W the mean absorption coefficients are determined
2003; revision received March 17, 2004. Associate Editor: S. T. Thynell. will be described later.
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and water vapor. Nitrogen forms the balance of the gas mixture. A
Visible Flame one-step, second-order, global reaction between fuel vapor and
oxygen of Arrhenius type is assumed. The complete set of gov-
erning equations and the boundary conditions in the gas-phase can
be found elsewhergs]. Only the nondimensional energy equation
and the radiation treatment will be detailed below.
Energy Equation

Conduction

Radiation K K K
pCp(UTX-Fva):Cp (C_TX) +(C_Ty) + c. [(Cp)xTx
P /x Py P
Pyrolysis D:C.:
pDic
zone (e Tyl+ 2 T [YDTeH (YT,
I 1
Y N
V.
B 2 wih
Preheat length, Ly c,Bo =1
""""""""""" Spread Direction here
T ‘/§( X Spread Rate Vg — —
Bo=(p*cAUR)/(oT2)
N ﬂg V.q,=K(4T*-G)
2 —Ey
Flow Direction wi=fwg=1;Dap YgYqo, ex -

Solid Phase. The solid is a thin cellulosic materidKim-
wipes)with chemical formula gH,4Os. It is assumed to be both
thermally and aerodynamically thin. The thickness of the fag) (
changes as pyrolysis occurs, but the solid density remains con-

The purposes of this study are to use a two-dimensional, Ian§|t-am‘ The governing equations in the solid phase consist of the

nar, opposed-flow flame spreading model with flame radiation t (:);g'ln:i';y |2an c?fnigr%tﬁ?gfdegyfﬂﬁﬂeer\?sstllzrrlsetggzglgnhﬁ]eSO|Id
(1) compare the characteristics of self-propagating flameggn yroly : . - U
: : . ’ solid-phase equations are given below:
with the downward propagating flames in normal gravity); Pvrolvsis Model
and (2) investigate the nature of flame-solid radiative interaction yroly

Fig. 1 Schematic of opposed (downward/self-propagating )
flow spreading flame

by parametrically varying the solid radiation properties and by ) —E,
turning flame radiation in the model on and off to guide further m’=Agps exp{ - ):va
modeling improvements as well as experiments for the determi- s
nation of physicochemical and radiative properties. Mass Conservation
Model Description dhs _ Eexp( _ ES)

dx Ve Ts |

The present numerical model of opposed-flow flame spread has
evolved from a previousand the most up-to-datejersion of a Energy Equation
flame-spread model in concurrent fl¢&/, which has successfully y g dh
predicted experimental observations on concurrent flame spread ar Ts s _ _
(both purely buoyant and purely fordedver thin solids[13]. A a4t 5o +Fh5ﬁ_r ﬁ[ L+c(Ts=T)+(TL—Ty)]
schematic of the domain and flame spread configuration is shown

in Fig. 1. The flame-fixed coordinate system is located at tféere

pyrolysis front X=0) of_the solid, where the fue_l thickness is_ F:(FEV )/(p*C*U )
95% of the fresh fuel thickness. In these co-ordinates, the solid svstF PR
fuel is fed at the flame-spread ratéy) into the stationary flame c=c}lcg

and the flow approaches the flame base with a relative velocity of

Ug(X,y)=Ug(x,y)+ Vg for the buoyant downward spreading dc=KTyly=o

flame. HereUg(x,y) is the local buoyancy induced velocity with  Boundary Conditions
respect to the laboratory frame of reference. For the microgravity
self-propagating casé)x(x,y)=Ve. The domain is open to the
atmosphere and extends far into the ambient. The flame is asThe first term on the left side of the solid-phase energy equation
sumed to be symmetric with respect to the thin solid fuel; therés the conductive/convective contribution from the gas-phase, the
fore only half of the domain needs to be computed. The governisgcond term is the net radiative heat flux from the gas-phase, the
equations for the gas-phase and the solid phase are described ribixtl term represents the bulk solid heat-up term and the term on
The property values used in this work can be found in the N#Re right hand side represents the energy exchange due to the
menclature section. latent heat of vaporizatiofthe latent heat is defined at tempera-
ture T,).

_Gas-Phase. The gas-phase = model consists of tWo- ag nointed out previouslyi6,15], the solid radiation term is
dimensional, steady, laminar, full Navier-Stokes equations alor —

n . . . .
with the conservation equations of mass, energy and species. yﬂ/éarsely prqurnonal t@R: the relative opp'osmg_velocn.y, gnd
energy equation includes radiation effects in the fovng,, the gas radiation term is inversely proportional U. This is
which is obtained by solving the radiation transfer equation. THecause, in addition to the linear dependence of Boltzmann num-
species equations are for the fuel vapor, oxygen, carbon dioxider onUg, the nondimensional radiation source term picks up

X=Xmin,» hs=7, T¢=1
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anotherUg dependence as length is nondimensionalized_gy Sophisticated treatment of gas radiation has been proposed by
=a*/Ug. As Uy is decreasede.g., from a normal gravity flame Fhat';acha.rjeteh et af3]. Here trt1.e gastLad|at|ont|s ttre%ted at.s a hea;
to a microgravity flamg the gas radiation effect is amplified 0SS €M In the enérgy equation with a constant absorption coei-

partly because the radiating layéor, equivalently, the flame ficient, the value of this coefficient is evaluated from a global

thickness)is thicker and partly because conduction is reducer@diation energy balance. The radiation heat feedback to the solid

(due to larger flame standoff distancalthough at 1g the solid IS then obtained in a similar fashion. The overall radiative transfer

radiation emission loss is greater than that from the gaseous flafgenSured in a self-consistent manner, but only a single absorption

the flame radiation effects amplify faster than the solid radiatiot eéfaflit;:is%rr]:)i?oﬁsfge]:‘%rcgﬁt%g;riggrgférwf?gg;\{@r%rtﬁ tc))i“eel\(/) ecittir(])?]t
effects as the opposing velocityr gravity)is reduced. to another in the flame. In the work by Lin and CH&j, with an

Treatment of Radiation. A direct treatment of radiation in- optically thin-limit approximation, variable absorption coefficients
volves solving the radiative transfer equation for the intensity digased on the local mixture composition and temperature were
tribution over the field of interest. Since solving the radiativeised and the two-dimensional radiative transfer equation was
transfer equation with spectral accuracy is computationally preelved using the P-1 approximation. In the concurrent flame
hibitive for this coupled multi-dimensional problem, the use ofpread case, Jiah@5]solved the radiation transfer equation using
mean absorption coefficients will be adopted. The transfer equdiscrete ordinates methods. Here again an optically thin flame was
tion for radiation intensityin nondimensional forinpassing in a assumed with the adoption of a local Planck-mean absorption co-

specified direction) through a small differential volume in an efficient. ) )
emitting, absorbing and non-scattering medium, in two dimen- One-dimensional studiesl2,17]have shown that even for a
sional co-ordinates can be written as flame as thin as one or two centimeters, the flame is not optically
thin. This is caused by self-absorption by radiatively active spe-
EL(XY, Q)+ 7l (XY, Q) + K )H(x,y,Q) =K(X,y)I5(X,y)  cies. Furthermore, in comparison with the more accurate results
obtained from a narrow-band radiation model in one-dimensional
ames, it was shown that the Planck-mean results over predict net
emission from the flamgl2,17]. Therefore, to improve the com-
puted heat flux at the solid or to the ambient, a correction is
ﬁwgeded. One such procedure has been proposé¢ti7ihand is

The thin solid fuel is assumed to be diffusively emitting, tran
mitting and reflecting. The solid radiation properties for the thi
solid in this model are specified by the total emittarieg and
total absorptancéa) (integrated over the entire wave length
Note that a part of the incident radiation can transmit through t e 8 . ' ;
thin solid fuel. Since the flame is symmetric with respect to th%dOpted in this work. This proce_dure IS c_ie_scrlbed br|ef|_y below.
solid, the transmission is equivalent to reflection. Therefore, theTh.e local Plank-mean absorption coefficient for the mixture can
solid total absorptance is sufficient to characterize the responsé)ng'Ven byKp=Pcoz Kpco,) + Prao Kp(h,0) » WhereP; rep-

the solid to the incident radiation. The outgoing radiative intensifgsents the partial pressure of specidhe values oK, for each
from the solid {=y;,=0) can be expressed as species are taken frofii8] as a function of temperature. A novel

feature used here is the incorporation of a calibration procedure

l-a , , , [17] for the mean absorption coefficient. The calibration of the
1(X.0.)=elp(x,00+ - }LQ,@'”Q [1(x,0,0)dQ absorption coefficient against the narrow-band results through a
quasi-one-dimensional flame is to account for the different optical

n-Q>0 lengths in different parts of the flame and the effect of spectral

self-absorption of gaseous species. Therefore the local absorption
tance (a) do not have to be equal. The reason for this wil bcoef‘ficientK used in this work is set equal @K, whereC is the
qual. orrection factor. In the downstream flame regidts0, C is

discussed later. Once the radiative intensity field is obtained, t &termined by an optical traverse in tiiedirection(perpendicular
total incident radiation, radiative flux, and the divergence of rge

diative heat flux in the rectangular domain are obtained from tlr%t]h € Fs(;)l’lIcR)aenc:‘eb){oﬁg(@y(l)ngvcngrgmtﬁglCﬁ;r';]eelaﬁlsnh?rgr)oi\?\/%_m
following formulas: : g ’ gnly

dimensional, two traverses are made frofwY=0, one in the
Y-direction and the other in thé-direction toward the upstream.
G(X,Y)=f I(x,y,Q)dQ The correction factor is the average of these two traverse values
am and a uniform value is assumed in this region. Note that since the
steady flame solution is obtained iterativély be described later),
qf*(x,y)zf E1(xy,0)dQ g (x,y) the distribution ofC is also determined iteratively. The spatial
£>0 distribution of C along X has been presented ii9] for an
opposed-flow spreading flame and [i] for a concurrent flow
- £-1(x,y,Q)dQ spreading flame.
£<0

In the above expression total emittan@ge and total absorp-

rﬁ(X’y):f 7-1(x,y,Q0)dQ g/~ (x,y) Numerical Scheme
>0 The SIMPLER algorithm20] is used for the fluid flow and
combustion equations. In the flame-spread problem, the radiative
:J 7-1(X,y,Q)dQ heat emission in the flame zone and the net radiative heat flux
7<0 onto the solid are the primary quantities of concern. The net ra-
ot xe oyt oy diative heat flux on the solid is determined by the zone near the
ar=dr +tdr . =0 *+q flame where the influences of ray effects and false scattering are
5 _ 4 _ quite small. Furthermore, the divergence of the radiative heat flux
Vg Y)=KYIATO60Y) = Gxy)] in the gas-phase becomes negligibly small away from the flame
Here, a mean absorption coefficidffx,y) for the gas mixture zone due to small absorption coefficients. Based on these consid-
is needed. In this work, the participating gases are carbon dioxiei&ations, the radiation transfer equation is solved using the S-N
and water vapor. Soot is assumed to be absent based on exmlserete ordinates methofi21,22]. The two-dimensional S4
mental observations of flames in low-speed flow and low oxygetheme with 12 ordinate directions was chosen for use in the
atmospheregl0]. The simplest way is to assign a constant absorpurrent computations by considering the balance of numerical ac-
tion coefficient, which is treated as a paramete8]. A more curacy and computational expengd5]. The higher order
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schemes, S6 and S8, were investigated by Jidrig but S4
yielded adequate resolutigwithin 6%) of the radiative heat flux -5
distribution on the solid.

Since the equation of radiative transfer and the conservation
equations are coupled, they are solved iteratively. In most compu-
tations, the gas radiation routine is invoked once for every five
gas-phase iterations to update b&thg, in the gas-phase energy
equation and the radiative flux term in the solid energy equation.
The solid-phase equations, which are coupled to the gas-phase 3
system, are solved by finite-difference techniques. The steady
flame spread raté&he eigenvalue of the whole systgiis deter-
mined iteratively using the bisection method to force the pyrolysis €
front (95% of the fresh fuel thicknes$o occur atX=0. G2

The computations for a given case are initialized by using a x
previously converged solution of a case with similar input param-
eters. Convergence is ensured in the continuity and momentum
equations and by a steady flame spread rate. The flame is consid -1
ered to be extinct when the maximum temperature in the compu-
tational domain is not in the gas phase.

The computations are carried out on a non-uniform mesh. In the
Y-direction, the grid nodes are clustered near the solid and expanc
away from the surface. In thé-direction, a fine grid structure is
used in the flame stabilization regignear the flame’s leading
edge)to capture the drastic variations in the flame; the grids then 1 S ST MR A Bl BT
expand upstream and downstream. A fine grid structure near the 1 2
solid burnout regior(the trailing edge)s also needed to resolve Y (cm)
the region adequately. Since the pyrolysis length is not known a
priori, an adaptive gridding scheme is used for this purpose. For
all the calculations, the grid structure is consistent near the flame
stabilization zone. The smallest grid sig05 thermal lengthss 5
in the flame stabilization zone. The domain extends to 200/350
thermal lengths in th&/-direction and 250/450 thermal lengths in
the downstreanX-direction as measured from the pyrolysis front
for ug/lg flames. The upstream extent of the domain for the 1g
case extends to 500 thermal lengths. In the calculations for self-
propagatingug flames, the upstream extent has a prescribed
length of 10 cm, which is a dimensional constraint for the forced
opposed-flow simulatiofl9]. However, this length is found to be
sufficient to completely resolve all variations upstream of the
flame. We further note that the smallest length scale in this prob-
lem is the thermal length in the flame stabilization zone which is
the length scale used to non-dimensionalized the governing equa-
tions. By solving the equations non-dimensionally and by choos-
ing a grid size that is a small fraction of the thermal length, para-
metric studies on flame-solid interactions can be carried out with a
desired numerical accuracy.

For a typical case of gg flame at 21% Q@there are 119 and 59
grid nodes in theX and Y-directions, respectively; in the 1g case,
there are 157 and 62 grid nodes in @ndY-directions, respec-
tively. The computational time is typically about 1 to 2 hours on a
667 MHz Compaq XP1000 workstation.
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Results

The computed results will be presented in two sections. First, »
microgravity self-propagating flames will be compared with nor- ) )
mal gravity downward propagating flames. Next, the solid radi&ig- 2 (&) Normal gravity (1g) downward spreading flame at
tion properties(a and ) will be varied independently to investi- 21% O, solid radiative properties of ~ (e=a=1), flame is repre-

- - - : .sented by fuel reaction rate contours. Left half: stream func-
g’ﬁéerogtrg?/itynlei;rﬁ:s of flame-solid radiation interactions Iﬁons, Right half: velocity vectors with respect to flame; and (b)

microgravity (ug) self-propagating flame at 21% O ,, solid ra-
diative properties (e=a=1), flame is represented by fuel reac-

. . . . tion rate contours. Left half: stream functions, Right half: ve-
Comparison of Normal Gravity (1g) and Microgravity locity vectors with respect to flame.

Flames(ug). Figures 2(ajand(b) show, respectively, the struc-

tural details of a 1g downward spreading flame and@self-  contour ofwe= 10" gicn?/s is taken to represent the boundary
propagating flame in a quiescent ambiance of 21%a0d one - of the yisible flame 10]. The other contours have values increas-
atmospheric pressure. The radiative properties of the solid a#g by a factor of 10 from the outside to the core of the flame. We
e=1, a=1 (fully absorbing and emitting sol)dSeveral fuel vapor see some drastic differences between the 1g anduth@ames.
reaction rate contours are presented. The outer most reaction fidte 1g flame is shortédue to a much smaller pyrolysis length, to
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be discussed later), narrower and the downstream tip of the flame 120
is closed. In comparison, theg flame is longer and much wider 110
along with having open tips. These computed features of the ap-
pearances of the visible flames agree well with experiments both
in normal gravity and microgravity7]. It should be noted that the 90
opposed-flow model successfully captures the qualitative differ- 80
ences between these two flames. However, while the flame size in—~ ;4
normal gravity agrees well between the model and experiments,
the computed flame in microgravity is about twice as large as the
experimental on¢7]. The difference is believed to be due to the
three-dimensional nature of the experimdnbte the present
model is two-dimensional This will be discussed further later.

In addition, Fig. 2 shows stream functions plotted on the left
half of the symmetry plane and the velocity vectors on the right
half, both based on the flame-fixed coordinate system. Figiae 2
shows that in the downstream direction the flow is continuously 0
accelerated by buoyandat X=3.5 cm, the peak velocity at the
center plane is already 1.5 m/s). This accelerating flow entrains
the surrounding fluid towards the center, which pushes the flame 20[ L1 Ly

100

W/m
3

[}
o

Heat Flux (k
w A
[l fes)

N
(=}

I

a
jel

L1

[
0.25 0.5

closer to the center plane and thereby closing the flame tips. In -0.5 -0.25 X(?:m)
contrast, theug flame in Fig. 2(bhas much lower relative veloci-

ties with respect to the flame. The maximum velocity is less than @

5 cm/s (note the different velocity vector scales in Figg) 2nd 25

(b)). The streamlines become divergent downstream, which is
characteristic of flames in pure forced flojds4,15]. The lower
velocities for theug flame result in a much larger flame standoff
distance from the solid and consequently have a much smaller
flame conductive feedback to the solid fuel. This has profound 15
implications on the heat transfer mechanisms in flame spreading -~
and extinction, as discussed next.

Figures 3(ajand(b) present the heat flux distributions along the
solid for the 1g andug flames shown in Fig. 2. The gas phase
conductive heat flux ig|. and gas-radiation feedback ig,{;, -
The radiation leaving the solidg() o, consists of emission from
the solid, the reflectedq);, and the transmitted radiation from
the other side of the solid. A positive value of the heat flux indi-
cates heat gain for the solid and a negative value indicates heal 5
loss from the solid. The sum ofy();, and @;)ou 9iVeS @) nets
the net radiative heat flux. The total net heat flux to the solid is
Uned =9ct (Ar)ney- The distribution ofg, depends primarily on
the local flame stand-off distance from the solid. The conductive
heat flux,q., has a peak near the flame leading edsjaghtly 0 5 0
upstream of the pyrolysis fronk=0) where the flame is closest X(am)
to the solid. Herey, is substantially greater tham);, and is the (b)
dominant mode of heat transfer to the solid. While conduction/
convection is always dominant in the flame attachment zones fgg- 3 Heat flux distribution on the solid for (&) normal gravity
both flames, the flame radiation feedback to the solid can excetpnward Spre"’llfd'ng flame at %1% O a(e=a=1); and (b) micro-
convection in both the upstream preheat zone and the downstredfyy (#9) self-propagating flame at 21% O o(e=a=1)
pyrolysis zone for theug flame, as shown in Fig.(8). We note

that the peak value df for the ug flame is several times Srnallerthough Fig. 3(ajndicates some contribution of the solid radiative

than that _for the 1.9 flame, a consequence of the larger ﬂa%%s in the solid energy balance, the contribution of the flame
standoff distance discussed earliapte the different scales usedradiation is very small for the 1g flame.

in Figs. 3(a)and(b)). In the region upstream of the flame leading e gpread rates for the 1g apg flames are 1.24 cm/s and
edge . drops sharply as heating by conduction is now against theys cm/s, respectively. As discussed before, the flame-spread rate
opposing convective flow. This effect is more prominent in the 1g proportional to the forward heat transfer to the fuel. The net
flame where the buoyancy induced opposing flow is much greai@sat transfer to the fuel is obtained by integrating and adding
than the flame spread ratepread rate is the effective opposingogether the contributions of the radiative heat feedbagRné.
velocity for theug flame). Interestingly for theg flame(inset on  and conductive heat feedbadl,, over the fuel preheat region
the upper right corner of Fig.(B)), over a certain region upstream(defined as the region upstream of the pyrolysis fiért0). The

of the pyrolysis front K>0) g is negative, indicating heat con- contributions for the 1g flame arg(q,),dx=2.1W/m and
duction from a hotter solid to a relatively colder gas phase, due fqq.dx=50.5W/m and for the ug flame are [(q,)nedX
upstream heating by the flame radiatia )i, . Radiation has a =27.1 W/m and [ q.dx=55.3W/m. We note that the flame
much longer reach than conduction, especially in an opposed-flgpread rate of theig flame is higher than that of the 1g flame in
situation. The gas-phase radiation feedback)(, is the domi- proportion to the total heat feedback to the solid fuel in the pre-
nate heat transfer mechanism to the solid fuel in the farther upeat region. The above values clearly show that the net contribu-
stream regions, away from the flame leading edge. Flame radi@n of radiation is negligible in the normal gravity flame and
tion is a significant forward heat transfer mechanism inonduction is the primary mode of heat transfer to the solid. We
microgravity opposed-flow flame spre4d,9]. By contrast, al- also observe that although conductive heat flux in the normal
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Fig. 4 F]ame spregd rate as a fur_lctlon of radlatlc_m properties properties of the solid  &(=a), in 1g and ug environment
of the solid &(=a), in normal gravity (1g) and microgravity (ug)
environment

1.5 atm. Interestingly at 21% £ the ug flame spread rate exhib-

; ; ; ; its a nonmonotonic dependence &= «). The flame spread rate
gravity flame is much higher than that for they flame, it acts st increases to a maximum, with increasiag=a), and then

. L ; i

over a very small p'reh.eat region and. in .th's particular case tbgcreases. This nonmonotonic behavior is due to the competing
integrated net contribution of conduction is close to that for thefects of heat loss by solid emission and heat gain by absorption
g flame. of the flame radiation. At even lower oxygen concentratifor

The 1g flame also has a short pyrolysis length. The inset in Figkample at 15% © not shown here), th@g flame spread rate
3(a) shows that the solid burns out ¥t= —0.25 cm(a pyrolysis decreases monotonically with increases(r «) until extinction.
length of 2.5 mm only). The solid temperature in the pyrolysis The effect of radiation properties of the solid on the minimum
zone is nearly uniform, verified by numerous experiments, e.gunbient oxygen percentage capable of supporting flame spread is
[23]. At the burnout point, the conductive heat flux rises sharplghown in Fig. 5to be referred to as LOI, limiting oxygen index
In contrast, for theug flame, the left inset in Fig. 3(lBhows that Again, the 1g flames show little effect of flame radiation on LOI.
the solid temperature in the pyrolysis zone drops continuoushhere is a small decrease in LOI with decreasifrg @). In the 1g
towards downstream. Figure(l shows that the net heat flux regime, the flame extinguishes by the ‘blow off’ mechanism,
becomes slightly negative for locations downstream Xf where the reactants do not get enough time to complete the reac-
<—2.67cm. In this region, the solid radiative loss exceeds thi®n [24]. In this small Damkohler number limit, the reaction heat
heat gain from the flame. As a consequence, the solid temperattgiease per unit volume is high, therefore, the radiation influence
drops and local pyrolysis rat@ependent on solid temperature is minimal. The ug flames, on the other hand, are controlled
becomes small, and therefore unburnt solid is left downstreamlafgely by radiative heat transfer and are therefore sensitive to
the flame. Whether or not the solid will completely burnout or ithanges in radiative properties of the solid. Figure 5 shows that
material will remain depends on a number of parameters. A mattee LOI for the ug flame, both with and without flame radiation,
detailed discussion on this aspect can be found &1. decreases rapidly with(=«). In computations without flame ra-

The results shown so far assume that betand « are unity. diation, the only loss is by emission from the solid. Decreasing
Next we will show the effect of nonunity and « (but both are e(=«) reduces the loss, and, hence, lowers the LOI. In computa-
assumed equal to each othen flame spread rates and extinctiortions with flame radiation, there is an additional loss from the gas
limits. In addition, to isolate the effects of flame radiation fronphase but there is also a radiation feedback to the solid, which
solid radiation, cases with of no gas radiation have also begmreases the solid burning rate and strengthens the flame. These
computed and compared. two effects compete with each other. Figure 5 shows that, except

Figure 4 presents the flame-spread rate as a functiefi=of). neare=a=1, the heat feedback prevails, which results in a higher
The dashed curves correspond to computations without the incll®l for the case with flame radiation considered in the model.
sion of gas-phase radiation in the model and the solid curvesComparing the 1g anglg cases in Fig. 5, we note a crossover
represent computations with gas-phase radiation included in thiethe LOI curves between the two cases. Whén a) is close to
model. Each of the two curves is plotted for 1g amg and for unity, the flame in 1g is more flammablee., has lower LOI).
two different oxygen levels of 30% and 21%. For both 21% OWhenes(=a) is reducede.g.,<0.5), theug flame is more flam-
and 30% Q, flame radiation has little influence one 1g flamesmable. This is dlammability limit reversaphenomenon. The pos-
The two spread rate curvéwith and without radiationare close sibility of flammability limit reversals between 1g andy envi-
to each other. The effect of varying=«) is also small, reflecting ronments was first suggested by T'id25]. Experimentally,
the secondary role of radiation on downward flame spread in nétoenda and Ronney26] demonstrated its existence by mixing
mal gravity. On the other hand, the influence of both flame armifferent inert gases with the ambient atmosphere. Here, we show
solid radiation on microgravityug) flame spread is large. At that the radiative properties of the solid can also produce a rever-
30% O, the ug flame spread rate increases monotonically asal in flammability limit.
e(=a) increases. This flame-spread trend reflects the dominatingTo compare with available experimental data, we found that it
role of the flame radiation feedback to the solid. This trend was possible to obtain reasonable agreement on flame size, spread-
also reported by Bhattacharjee et[@] based on their computa- ing rates and extinction limit for normal gravity flames. We noted
tions on ashless filter paper at 50% &nhd an ambient pressure ofthat radiation only plays a minor role in normal gravity. On the
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other hand, the model predicts a higher spread rate and a large 7
flame size than the present available microgravity dat26] 65
within reasonable ranges of radiation parameters, kinetic constants 6
and fuel Lewis number. By examining the details of the model

results, we feel this discrepancy is due to the three-dimensional 4 5'5;_ )

nature of the experiment. The microgravity experiments were per- ¢ 5¢

formed using solid samples of widths between 3 and 5 cm. While < 45F

this is enough for a two-dimensional approximation in 1g, since % 4E

the preheating distance is sh¢of the order of millimeters this % 352

is not enough inug flames where the preheat distance is of the § “F

order of 5 cm, due to flame radiation. The three-dimensional effect & 3f

is not limited to the preheat zor@hich affects the spread rate % 25F

but also affects the flame size. The longer action length of flame g 2%—

radiation causes the experimentalg flame to be three- i 15E

dimensional. The lateral radiative loss reduces the flame tempera- =

ture and flame size. S

Flame Radiation-Solid Interaction. We have shown that 0'5§IIH|IHIIIII A ETEREINTY INTAYAANETINTATARRT] RRIRURRANENTANNRN IRRRYRARTN

both radiative transfer within the flame and emission by the solid 00"24 6 8 10 12 14 16 18 20 22 24 26 28 30 32

can have large effects on the flame-spread rates and the extinction Oxygen (%)

limits of ug self-propagating flames. The computed results shown

so far assume thatanda are equal. It should be noted that whilerig g parametric study of flame solid interaction in g self-
¢ determines the solid emission loss, the interaction between {h8pagating flame. Inset shows equivalent curves for 1g flame.
flame radiation and the solid is controlled by To enhance our

understanding of this interaction further, we now treat the total

emittance(e) and the total absorptan¢e) as independent param-

eters and consider the following cases: ambient but there is no radiation loss from the solid. The spread
e=1, a=1: full solid emission, full solid absorption rates are slightly lower than the adiabatic case and the LOI is 0.12.
e=1, a=0: full solid emission, no solid absorption For thee=1, a=0 case both the solid radiation and all the flame
£=0, a=1: no solid emission, full solid absorption radiation is lost to the ambient, which results in the lowest spread
£=0, a=0: no solid emission, no solid absorption rates and the highest LOI of 0.28. For the-l, a=1 case part

Although the cases=a=1 ands=a=0 are the natural limit- (approximately one halfof the flame radiation is absorbed by the
ing conditions for solid radiation properties, the unequal cases f@0lid. Here the spread rates are higher than those of the adiabatic
ganda (i.e., e=1, =0 ande=0, a=1) may appear to be unre- case at high & but lower than those of the adiabatic case at low
alistic and deserve an explanation. Using Fourier transform infr@,%. This crossover phenomenon will be analyzed later in more
red technique$FTIR), it has been found that the radiative absorpdetail. The computed LOI for this case is 0.20. Lastly, for the
tion and emission of thin cellulose solidge., the solid fuel &=0, a=1 casegno solid radiative loss but complete absorption of
considered in this wopkare spectra27]. To represent the total the flame radiation feedbackhe spread rates are always higher
radiative energy emitted by the solid and the total radiative enertjjan the adiabatic case and this case has a rather low LOI of 0.06.
from the flame that is absorbed by the solid, the total emittésice The inset in Fig. 6 shows the four cases for 1g flames. Both solid
and total absorptande) are used, as mentioned previously. Thesand flame radiation have only small influence on the spread rates
two “total” quantities are the integrated values over the entirand the LOI, as expected.
range of wavelengths. Since incident gas radiatishich is also ~ The spread rate curves between thel, =1 case and the
spectral)originates from high temperatures while emission fronadiabatic case img show a crossover. At high oxygen concentra-
the solid occurs at lower temperatures, the solid total absorptaries (e.g., 30% Q) the spread rate for the=1, a=1 case is
() and the solid total emittande) do not have to be equf27]. higher than the corresponding adiabatic case and at low oxygen
For example, for Kimwipess>a (¢=~0.5 anda~0.25) and the levels (e.g., 21% Q) the spread rate is lower than that of the
latter is estimated based on approximate flame propei#i@gs adiabatic case. This crossover in spread rate trend can be under-
The cases=1, «=0 represents an extreme limit to bracket thosetood in terms of the competing effects of the solid radiation loss,
cases where>a. The cases=0, =1 also seems drastic for the flame radiation loss and the heat feedback to the solid. At high
practical materials, but it is actually a good simulation of thexygen levels the strong flame radiation feedback to the solid,
radiation responsef flame spread over a liquid or a solid with af(d,)i,dx, over shoots the drop in conduction feedback.dx,
very low vaporization temperature. Although the solid emission islue to a drop in the flame temperature as a result of flame radia-
negligible, due to the low solid temperature, the solid can stilion loss to the ambien@nd the solid radiative losg,(q;)oudX.
absorb flame radiation. The numerical values are shown in Table 1. The flame radiation

In addition to the four above cases, the adiabatic ¢asesolid feedback and the conduction feedback, both being strong func-
and flame radiationand pure solid radiative loss cageith e=1 tions of flame temperature, drop with decreases in oxygen level
and no flame radiatiorare also included for comparisons. Thes&vhereas the solid radiative loss, which is a function of solid tem-
two are important limiting cases that have been traditionallgerature, is less sensitive to changes in oxygen concentration and
adopted in flame spreading modéez8]. drops slowly. The result is that at low oxygen levels, the solid

In the adiabatic case, shown in Fig. 6, the flame spread raagliative loss becomes dominant and thus reduces the net heat
decreases with decreasing €lightly steeper than a linear depen-feedback to the solid.
dence. The lowest oxygen percentage computed for this case iFhe heat flux distributions on the solid for the four casegdn
5%, with a flame spread rate of 0.1 cm/s. It appears that thereals30% Q and with flame radiation included are shown in Figs.
no low oxygen limit(LOI) for the adiabatic case. With inclusion7(a,b,c,d). The inset in the figures show the net radiation flux
of emission from the solide=1; no flame radiation an LOI of vectors near the leading edge of the flafrepresented by the fuel
0.21 is obtained and the spread rates are much lower than thaction rate contour for 1¢ g/cn/s and gas phase temperature
adiabatic cases for the samg%. Using these two cases as ref-contours). In Fig. 7(a), the solid is radiatively non-participating
erence, the other four cases with flame radiation are examinésk=a=0). The entire flame radiation incident on the solid is re-
For the e=0, a=0 case, all the flame radiation is lost to thelected back to the gas phase&(Xin=(d,)ow). Therefore, close to
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Table 1 Contribution of conductive and radiative heat feed-
back to the preheat zone and solid emissive loss

0,
% f chXW/m f(qr)indXW/m f(qr)ouldXW/m
30 Adiabatic 145.26 ‘e B
e=1, a=1 109.81 162.1 71.68
21 Adiabatic 102.05 ‘e ‘e
e=1, a=1 55.34 92.76 65.66

(a,)in,» on the solid is reflected back to the ambient along with
addition of the emitted solid radiation. Again, as in the previous
case, only the gas phase conduction is the source of heat gain for
the solid. The net radiation flux vectors are nearly perpendicular to
the solid, which indicates strong emission loss from the solid. A
black absorbing but non-emitting soli@¢=0, «=1) is presented

in Fig. 7(c). The flame radiation feedback effect is highlighted
here. The inset in the figure shows the direction of the net radia-
tive heat flux vectors, including those on the solid. The net radia-
tion flux vectors near the solid point toward the solid indicating
heat feedback to the solid by flame radiatiory,{¢,= (q;) net»

the solid the net radiative flux vectors are parallel to the solifidr)ou=0). Note that the conductive heat flu,, peaks near the
Conduction from the gas phase is the only mode of heat transfeift@me stabilization zone buty();, is dominant in the regions away
the solid. The net radiation flux vectors shown in the inset afeom the stabilization zone, both upstream and downstream of the
directed away from the flame towards the ambient, indicating rlame. Figure 7(dshows a black absorbing and emitting solid. As
diative heat loss to the surroundings. In Figh)7 the solid emits shown in the inset, radiation flux vectors on the solid change their
radiation like a black surface but does not absorb any flame radia-

tion (e=1, «=0). Here, all of the incident gas-phase radiation,
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directions: pointed away from the solid in the pyrolysis zoXe (
<0, a loss)and toward the solid in the preheat zon¢X0, a
gain). In all four cases, it is seen that the net radiation flux vectors
display two-dimensional character near the flame anchor point.

Conclusions

A detailed two-dimensional flame-spreading model in opposed-
flow has been formulated and solved with emphasis on the effects
of flame radiation. The radiation transfer equation was solved us-
ing discrete ordinates methods that enabled a detailed accounting
of the interaction of flame radiation with the solid fuel. The fol-
lowing conclusions can be drawn from this study:

1. A comparison of the computed flame profiles between nor-
mal gravity downward spreading flames and microgravity self-
spreading flames show profound qualitative difference in pyroly-
sis length, flame size and shape, flow pattern and heat transfer
characteristics.

2. While its effect is negligible in normal gravity, flame radia-
tion plays a significant role in microgravity flames due to of the
reduction of convection. In self-spreading flames in microgravity,
flame radiation constitute a significant porti@n certain cases it
could be more than one haléf the total heat flux in the preheat
zone, confirming a previous finding [13].

3. Since the length of the preheat zone caused by flame radia-
tion can exceed 5 cm, data from currently available microgravity
experiments using sample widths of 5 cm or less are expected to
have three-dimensional effects.

4. The flame spread rate and extinction limit are sensitive to
the radiative properties of the solid fuels. With different total emit-
tance and total absorptance, there can be a reversal between the
microgravity and the normal gravity flame spread rates and ex-
tinction limits for thin solids.

5. Because solid radiation properties can be spectral, the total.

emittance and total absorptance do not have to be equal to eggb’ qr

other and varying them independently can produce a drastic vaifa- -
tion of radiative interaction between the flame and the solid. In the
case of a high absorbing and low emitting solat liquid), the
flame-spread rate can exceed the spread rate predicted by an adia-
batic flame.
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Nomenclature

A = nondimensional solid phase pre-exponential factor
_ (As=As/VE)
As = solid phase pre-exponentizﬂfactoL(8.8305 m/s)
Bo = Boltzmann number £ p*ciUg/(0T3))

g = gas-phase pre-exponential factor

(1.58x10° m¥/kg/s)

C = correction factor -
Cp = nondimensional gas-phase specific heaEﬁ/c’,;)
Cs = nondimensional solid-fuel specific heat ¢s/cf)
¢, = solid-phase specific he&t.386 kJ/kg/K)
¢y = reference gas-phase specific heiaB86 kJ/kg/K)
D; = diffusion coefficient of species
Da =

Damkohler number € a* p* B, /UZ)

Ey = nondimensional gas-phase activation energy
(=E4/R,/T,.=45.3)

Ey = gas-phase activation energy

(11.30x10* kd/kg mol)

nondimensional solid-phase activation energy
(=E¢/R,/T,.=50.3)
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X ® R

solid-phase activation energy
(12.56x10* kJ/kg mol)
stoichiometric mass ratio of specigfuel

nondimensional incident radiatiorF(G/(oT_i))
nondimensional enthalpy of specieshi (h?
1T, s0,CPA D/ (CET.))

enthalpy of formation of species(gives heat of
combustion Sy w;hY/(chT.)=—40.4)
nondimensional solid fuel thickness-f1s/Lg)
nondimensional radiative intensity=(/(aT2))

Planck mean absorption coefficient
nondimensional Planck mean absorption coeffi-

cient (=KpLRg)

mean absorption coefficientCKy)

reference lengtlithermal lengtha*/Ug)
nondimensional latent heat of solig=(/cs/T..)
dimensional latent heat of solid-754 kJ/kg)
Lewis number of specieis(Lec=1, Ley,=1.11,
Leco,=1.39, Lg,0=0.83, Lg;,=1)

reference pressure

ambient pressure

dimensional partial pressure=(>(i_ET)_

= nondimensional partial pressur;(P..)

nondimensional mass flux from solid
(=m/p*/Upg)

outward normal to the wall
conductive heat flux

radiative heat flux vector

= positive/negative components qf along x

positive/negative components qf along y

net radiative heat flux ix-direction

net radiative heat flux ily-direction

universal gas constant -
nondimensional gas temperature T/T..)
nondimensional temperature at whichis given
(=TL/T.=1) _
nondimensional solid temperature-Ts/T..)
ambient temperatur€800 K)

reference velocity € Ug(X,y) + V)
reference buoyant velocity .
nondimensional velocity along x=(u/Ug)
nondimensional velocity along y=(v/Ug)
flame spread rate

molar fraction of species

mass fraction of specids

reference thermal diffusivity (2.2310 4 m?/s)
solid total absorptance

solid total emittance

nondimensional gas thermal conductivity
(=xlK*)

reference gas thermal conductivity
(8.08%x10 2 J/m/s/K)

= direction cosine iry-direction

nondimensional gas density=(p/p*)
nondimensional solid densityps/p*)
dimensional solid densit{236 kg/ng)
reference gas density (2.%30 * kg/nr°)
Stefan-Boltzmann constant
(5.67%x10 8 W/m?/K%)

nondimensional fresh fuel half thickness

(T:?/LR)
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P : —5 [9] Lin, T.-H., and Chen, C.-H., 1999, “Influence of Two-Dimensional Gas Phase
4 fl’.lel h.alf thlclgnes_s (38 10. m) Radiation on Downward Flame Spread,” Combust. Sci. Techrigll, pp.
¢ = direction cosine in x-direction 83—106.
Q) = ordinate direction£, ») [10] Grayson, G., Sacksteder, K. R., Ferkul, P. V., and T'ien, J. S., 1994, “Flame
w; = source or sink term for speciéé=f,w) Spreading Over a Thin Solid in Low-Speed Concurrent Flow-Drop Tower

Experimental Results and Comparison With Theory,” Microgravity Sci. Tech-

wr = nondimensional fuel source term nol., 7(2), pp. 187-195.

Subscript [11] Dietrich, D. L., Ross, H. D., Shu, Y., Chang, P., and T'ien, J. S., 2000, “Candle
Flame in Non-Buoyant Atmospheres,” Combust. Sci. Techrid§, pp. 1-24.
b = black body [12] Bedir, H., T'ien, J. S., and Lee, H. S., 1997, “Comparison of Different Radia-
F = flame or fuel tion Treatments for a One-Dimensional Diffusion Flame,” Combust. Theory
i = species' Modell., 1, pp. 395-404.

. L. [13] Feier, I. 1., Shih, H. Y., Sacksteder, K. R., and Tien, J. S., 2002, “Upward
min = mm'mum Flame Spread Over Thin Solids in Partial Gravity,” Proc. Combust. Inst.,
max = maximum Pittsburgh, PA29, pp. 2569-2577.

R = reference [14] Ferkul, P. V., and T'ien, J. S., 1994, “A Model of Low-Speed Concurrent Flow

s = solid phase Flame Spread Over a Thin Fuel,” Combust. Sci. Techr9,, pp. 345-370.

[15] Jiang, C. B., 1995, “A Model of Flame Spread Over a Thin Solid in Concur-

w = value at wall . . rent Flow With Flame Radiation,” Ph.D. thesis, Case Western Reserve Univer-

x = along thex, or derivative with respect t® sity, Cleveland, OH.

y = along they, or derivative with respect tp [16] Di Blasi, C., 1995, ‘Predictions of Wind-Opposed Flame Spread Rates and

© = value at far field Energy Feedback Analysis for Charring Solids in a Microgravity Environ-

ment,” Combust. Flamel00, pp. 332-340.
Superscript [17] Rhatigan, J. L., Bedir, H., and T'ien, J. S., 1998, “Gas-Phase Radiative Effects
o . on the Burning and Extinction of a Solid Fuel,” Combust. Flard&2 pp.

x = along thex, or derivative with respect ® 231-241.

y = along they, or derivative with respect tp [18] Tien, C. L., 1968, “Thermal Radiation Properties of Gasesjvances in Heat
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Reverse Monte Carlo Method for
Transient Radiative Transfer in
Participating Media

The Monte Carlo (MC) method has been widely used to solve radiative transfer problems
due to its flexibility and simplicity in simulating the energy transport process in arbitrary
geometries with complex boundary conditions. However, the major drawback of the con-
ventional (or forward) Monte Carlo method is the long computational time for converged
solution. Reverse or backward Monte Carlo (RMC) is considered as an alternative ap-
proach when solutions are only needed at certain locations and time. The reverse algo-
rithm is similar to the conventional method, except that the energy bundle (photon en-
semble) is tracked in a time-reversal manner. Its migration is recorded from the detector
into the participating medium, rather than from the source to the detector as in the
, , Department, conventional MC. There is no need to keep track of the bundles that do not reach a
Florida Institute of Technology, particular detector. Thus, RMC method takes up much less computation time than the
150 West University Blvd., conventional MC method. On the other hand, RMC will generate less information about
Melbourne, FL 32901 the transport process as only the information at the specified locations, e.g., detectors, is
obtained. In the situation where detailed information of radiative transport across the
media is needed the RMC may not be appropriate. RMC algorithm is most suitable for
diagnostic applications where inverse analysis is required, e.g., optical imaging and re-
mote sensing. In this study, the development of a reverse Monte Carlo method for tran-
sient radiative transfer is presented. The results of non-emitting, absorbing, and aniso-
tropically scattering media subjected to an ultra short light pulse irradiation are
compared with the forward Monte Carlo and discrete ordinates methods results.
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Introduction time consuming due to its root-mean-square error being limited by
e number of sampling in the form @(N~°9), in which N is
3 sampling number. That is why much of the effort in Monte
rlo development has been in construction of variance reduction
mi_ethods that speed up the computation. The other approach,
which has shown promising results, is the utilization of determin-
ii %ic number sequences instead of random numbers for integration

Recent research on the propagation of ultra-short light pul
inside the absorbing and scattering media has lead to some in
esting applications in the area of material properties diagnosti
optical imaging, remote sensing, etc. The time scales of such p
cesses are usually on the order of dto 10 *° seconds. In the
case of remote sensing using a short light pulse, the pulse wi J—this belongs to the so-called quasi-Monte Cai@MC)

can be in the order of 10 seconds. The corresponding spati ethod[14,15]. In theory, theippererror bound of QMC is pro-
and temporal variations of radiation intensity in these processes tional toO(N~(logN)P), whereD is the dimension of inte-
are comparable. Therefore, the consideration of the transient tel 9 ’

in the radiation transport equation is necessary. The simulationQ{Pt'odneoéltq?nnugjb?gem d:ﬁmg]["tﬁ:: :unr:kl)):rr zzquggg:' Ign%riﬁ'e
transient radiation process is more complex than that in the Stea{ ’ pf thl 9 bl QLtjh ity b ud is 1 qu I t?tw
state due to the hyperbolic wave equation coupled with the in- ur7e0.0 Ny p[? em, the error bound 1S fypically between
scattering integral term. Several numerical strategies have b . 9 to O(N™7) [16]and special arrangements of the deter-
developed, which include discrete ordinate methid®], finite Ministic number sequences are frequently neddéd. _
volume method3,4], integral equation model§—7], and Monte In the case of detecting radiation signals at some selected posi-
Carlo method8,9]. tions and/or given time intervals, the reverse Monte CERMIC)

The Monte Carlo method is a numerical technique of solvinﬁ‘ethOd becomes' very advantageous. S_lnce computational results
various scientific and engineering problems by the simulation 8t the whole spatial and temporal domains are not always neces-
random variables. Monte Carlo is one of the most versatile afg@": €ither MC or QMC becomes unnecessarily inefficient. The
widely used numerical methods, very suitable for solving multRMC method is based on the reciprocity principle in radiative
dimensional problems, especially when deterministic solutions dfgnsfer theory18]. The RMC algorithm is similar to the conven-
difficulty to obtain. Monte Carlo simulations have consumed 4onal method, except that the energy or photon bundle is tracked
significant fraction of high performance computing time. With th& & time-reversal manner. Its migration is recorded from the de-
advancement of the low-cost Beowulf clusf@0] and inherently tector into the partlglpatlng medlum, rather than from the source
high parallel efficiency of the Monte Carlo methédil,12], its to the detector as in the conventional MC method. There is no
usage will only grow over time. B need to keep track of the bundles that do not reach a particular

However, the Monte Carlo method can be computationally Veﬂﬁtector. Thus, the RMC method takes up much less computation

time than the conventional MC method. On the other hand, one

Contributed by the Heat Transfer Division for publication in tf@JBNAL OF should always note that the RMC method will generate far less

HEAT TRANSFER Manuscript received by the Heat Transfer Division August 4,inf0rm?-tion than the corresponding MC method.
2003; revision received April 23, 2004. Associate Editor: S. T. Thynell. Collins et al.[19] reported the earliest work on RMC relevant
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Fig. 1 Geometry of the collimated irradiation
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to radiation transfer calculations. Adams and Kattaya0]

adopted the same concept of Collins, et al. in their study &fg. 2 Geometry of integrated intensity received at the

spherical shell atmospheric radiation. They also provided justifietector

cations of RMC, which will be expanded in this study. In a series

of rocket plume base heating calculations by Nel$2h], the

RMC method was also found to be a practical tool to includkutty and Crosbi¢30,31]. With the time-dependent, incident col-

various effects, e.g., spectral properties and scattering. To provlifeated irradiation, e.g., a light pulse, one can separate the inten-

a more rigorous theoretical foundation to the RMC metho@ity into two parts

Walters and Buckiu$22] utilized the reciprocity relations devel- 2y 2 -

oped by Casé18]. Recently, Modedt23] used their results and xS D=le(x,s) +la(x,51) 2)

applied to singular light source problems. The only RMC treata this equation|, is the attenuated intensity of the collimated

ments for transient radiation processes reported so far, to the Besam, andly is the diffuse intensity, which is the in-scattered

of the authors’ knowledge, are by Wu and \WMlj and Andersson- radiation into directiors. Substitution of Eq(2) into Eq.(1) and

Engels et al[24]. However, the details of the RMC algorithmnormalizing the terms give the dimensionless RTE,

were not given in either paper and the RMC results of the latter (25 51%) N (25 51%)
y72

work were inconsistent. This study will present a detailed and Flg(z*,5,t%)

validated RMC method to simulate transient radiation process, at* az*

particularly for light pulse propagation within scattering media,

with validated solutions. The utilization of a Beowulf cluster for -2 D(5',8)14(z*,8 ,t)dQ' +S(z*,5,t*)  (3)
simulation demonstrates the RMC method has the potential for AT ) 4n

real time inverse analysis. Although only one-dimensional geom- . . .
etry is considered in this study, the algorithm can be readily e¥Neré t* =«ct and z*=«z. In the above equation, the out-
tended to treat nonhomogeneous media and multi-dimensional §edttered radiation source formed from the collimated irradiation
ometry. The nonhomogeneous media problem was considered FPAtributes to the source term and is described by

follow-up study[25,26]. A w L R
S(z*,s,t*)=4—f d(s',9)l(z*,s',t*)dQ’ 4
Transient Radiation Transport T Jam

Consider a one-dimensional slab containing an absorbing atherel.(z*,5,t*) is obtained by solving the RTE governing the
scattering medium, the radiative transfer equati®&TE) in a attenuation of the collimated beam. In the case of a collimated

given directions is [277]: beam in thez-direction the solution is
ﬁl(?,é,t)Jrﬁl(f,é,t)_ (R At |C(Z*,§,t*):|oe_z*[H(t*—Z*)—H(t*—t;—z*)]ﬁ(%—éo)
cat s - <DITsY (5)
o(f) with t; = KkCt, andt, is the pulse widthg the Dirac delta distri-
+— I(r,s',t)®(s',5)dQ’ bution, andH the Heaviside step function. Equatiof) becomes

4m O =4r
1) Sz*,5t%)= %Ioe’z*[H(t* — )~ H(t* 5~ 2)]0(%,,9)
where x and o are the extinction coefficient and scattering coef- (6)
ficient, respectivelys the speed of light in the medium,the light
propagation direction, and®(s’,S) the scattering phase function.
The medium is assumed to be cold and gray.

The geometry of a collimated pulsed irradiation on the top s
face of the slab medium is shown in Fig. 115, ,t) is the colli-
mated irradiation intensity in directiasy . |, is the intensity leav-
ing the wall toward the medium ariqcftbhe ?ntensity coming from Reverse Monte Carlo Method
the medium toward the wall. It is convenient to use a conceptlIn this section, the rationale and advantage of using the RMC
similar to Olfe’s[28] modified differential approximation by split- method, in comparison of using the conventional Monte Carlo, are
ting the intensity into two components: one contributed by incfirst demonstrated with a steady-state radiation source example. It
dent radiation and the other by medium emission and scatteriig then followed by a discussion of the validity of RMC method
The former can be solved exactly with the boundary conditiobased on the reciprocity principle developed by Jd$d. A sub-
containing singular emission source and the latter by various reection on detailed description of RMC algorithm is given at the
merical schemes. The approach has successfully treated variend.
radiative transport problems, e.g., Liou and Y29] and Raman-  Figure 2 demonstrates the geometry of the intensity received at

®(s',5)=1+auu’ whereu is the direction cosine dd. If the
medium is isotropically scattering, them=0. The collimated
ysource function is then equivalent to the isotropic blackbody emis-
sion term. However, it is a time-dependent “emission” term.

622 / Vol. 126, AUGUST 2004 Transactions of the ASME
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the detector from a collimated source. For simplicity, consider thg ®(s’,5)=®(—5,—5'), i.e., the scattering phase function has
collimated irradiation, which spans from=0 tor=c«, to be a time reflection symmetry. The most basic reciprocity principle
steady-state source. Consideration of transient sources in this giates that
ometry will have no effect on the discussion below of comparing (1, —51:T2,8)=1(F2,—5,:71,5)
the MC and RMC integrations. The collimated source irradiates
normally on a semi-infinite, absorbing, and scattering medium. That is, the intensity at, and direction—3; due to the point
The detector is located at origi@, and assumed to be of pointsource alrz in the directions, equals to the intensity at, and
size. The source is attenuated in the medium and, in particular, tfieection —S, due to the point source &t in the directions; .
source at a cylindrical coordinate position,Z) shown in the Several other reciprocity relations can be obtained from this. In
figure is considered. The problem can be treated as axisymmethie sense of Monte Carlo simulation, the bundjelsotons)that
with respect to the =0 axis. finally reached the detector can be backtracked in both temporal
Integrating the steady-state RTE within the isotropic scatterirand spatial manner.

and non-emitting medium, the intensity at any positmrinclud- As the bundle travels from the detector position back into the
ing z=0, can be found as medium, the diffuse intensity caused by the collimated so(Eqge

6) must be integrated along the path length encountered by the

|(Z,§)=|(0,AS)87KZ+LJ1 f |(Zrl§)efx(zfz’)dﬂsdzr bundle
Am 0 Jax

|*
@)

| d(Z* ,g,t* ) = f
0
If only singly scattered photons are considered, that is, the collj-

. . ) o ,n a steady-state source problem, the backtracking bundle will
mated intensity being attenugte_d a_t posnmj_rand then _scattered encounter the source at a certain path length. Otherwjsés
to the detector, then thi(z’,s) inside the |ntegral will be the

zero. In ultra-short light pulse propagation or transient problem,
attenuated collimated intensity, i.€,(r,)e”*? . The intensity at since both the bundle and source are moving in temporal and
the detector|(z=0,5), does not include the direct contributionspatial space, the determination of when and where the bundle and
from the collimated source in directics , i.e., the first term on source will meet needs to be considered carefully. With such in-
the right hand side of Eq.7). The |ntegrated intensity over theformation, the lower and upper bounds of the above integration
incoming (lower) hemisphere at the detector can then be exan be found. The consideration can be greatly simplified by not-
pressed as ing thatdt=ds/c, i.e., the space and time are not two independent
variables, and using the Lagrangian view point for bundle move-
ment. The consideration is similar to that in the discussion Ieading
to the “domain of influence” described in Tan and HEb]. A

detailed analysis and discussion how this determination can be
It should be pointed out that thi() in Eq. (7) is the solid angle carried out are given below.

from all in-scattered directions arnﬂQd in Eq. (8) is the solid
angle viewed from the detector to positiah. The G(0) repre-
sents the signal received at the detector. From Fig. 2,

S(z* .5t )exp—kI*)dl* (12)

G(O)=%J:L (1, d)e 7 e *rdQ4d7’ ®)

RMC Algorithm.

1. AssumeN bundles arrive at the detector. Start the first
bundle and pick a backtracking direction and tipe which
is the bundle arrival time at the detector. The direction can
be uniformly distributed to minimize the fluctuation in the
result. The direction is decided by the cumulative distribu-
tion functions of@ and ¢ that are, in turns, dependent on the
radiation information needed at the detector, e.g., integrated
intensity or heat flux over a finite solid angle.

2. Pick a path lengthl () based orx, the extinction coefficient.

3. At the end of the path length, check the néamd earlier)
timet, (=t;—1I./c) to see if it is still greater than 0 and if
the pulse, also at,, would have encountered the bundle. If

dr(rd¢)cosé

p?

dQg= 9)

Substitute into Eq(8),

f f fxlo(r p)e” "2 ~XP cosé drdgdz

(10)

Converting the (, ¢,z) coordinates into spherical coordinates of

G(0)=

(p,,0) with r=p sin#, z=p cosd, and the Jacobian of the trans-
formation, Eq.(10) becomes

f J J o(r d))e KpCOSH

X sin # cosfd od pdp

G(0)=

(11

Equation(10) is the equivalent of Monte Carlo integration and Eq.
(11) is the counter part of RMC integration. Two problems are
immediately observed in E@L10): First, a truncation af has to be

determined, because iifis too large then sampling in some re-

gions may not contribute much to the detector signal. Second, the
in the denominator causes large statistical oscillation in the

2
p
results for smallp. By considering the same problem with the
view point from the detector in Eq11), both of these problems

are eliminated. It should be noted that the determination of radia-

tive flux at the detector could be similarly obtained, although the
sampling of the bundle direction will be different due to a differ-
ent, cumulative distribution function.

Case[18] derived a fundamental identity that was based on the
RTE. From that identity, the reciprocity principle used in this
study is simply a special case. Implicitly assumed in the principle

Journal of Heat Transfer

so, integrate the collimated source according to B@).

The integration limits are determined by the following pro-
cedure. Since the pulse has a certain temporal wigthat
spans over a finite spatial distancg,, it is necessary to
check how the bundle at the earlier timeand positionz,
would have intersected with the pulse, whose leading edge
was at positiorz,,=ct,. There are three possible scenarios,
which are depicted in Fig. 3(eand discussed below in de-
tail. Note that in Fig. 3(ajhe three path lengtt®a, ob, and

oc are equal to the pulse travel distaneg; (- z,,). The two

other path lengthsy’a ando’c, are also equal to the pulse
travel distance but are not drawn to the scale.

(@) (zpo—ctp)<z,=<z,,—the bundle lands inside the pulse.
The upper limit of the source integratiditq. 12)is z,
=12,. As for the lower limit of the integration, , there are
two possibilities:

(1) (zpi—cty)<zy=z,: the point that the bundle and
pulse would meet at a time aftéy is also inside the
pulse, therg, =z, . Note thatz,, =ct, is the position of
the pulse’s leading edge at tint¢. The backtracking

bundle’s path is shown in Fig. (8 as line o’a.

AUGUST 2004, Vol. 126 / 623
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(a) Z,= ct2 c(t1 - tp) z,= ct1
0 Z
Z,,; = th Z-z zp1= c:t1
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(b) olt,-t)-z ot -t)

Fig. 3 (a) Three possible scenarios that a backtracking bun-
dle’s path would have positioned relative to the pulse at a time

t,. The end points a, b, and c corresponds to the cases (a), (b),
and (c), respectively, described in the algorithm section step 3;

(b) The relation of backtracking bundle path length, i.e., case
(a)-part(2), and pulse’s travel distance from t, to t;. The path
length of (z,—2z,)/(—pm) equals the pulse travel distance at the
same time interval. The equality leads to the determination of

z, . Inthis case z,is z,.

mcty+2z,
Z = —
v 1+u

Similar to Eqg.(13), a diagram like Fig. ®) can be drawn to
prove Eq.(14). As for the second or later intersection posi-
tion, i.e.,the lower limit of the source integratiap, there
are also two possibilities:

(1) (zp1—ctp)<zy=zp,: the later intersection position at a
time aftert, is inside the pulse, then =z,. The back-
tracking bundle’s path is shown in Fig(e3 as lineo’c.

(2) (zp1—cty)>1z,: the later intersection position at a time
after t, Is betweenz, and z,. This intersection point
must be at the trailing edge of the pulse. The backtrack-
ing bundle’s path is shown in Fig(&) as lineoc. Fol-
lowing the same procedure in obtaining E43), the
lower integration limit is

(14)

_ /.Lc(tl_tp) + Zy

1+up (15)

Also in this case, since the bundle and pulse would have
never met at any time earlier than, terminate the
bundle backtracking, go to step 1, and start a new bundle
from the detector;

4. Atthe end of path length, calculate the absorption decay and
determine whether the bundle is absorbed or scattered from
the albedo. If scattered, pick a new direction based on phase
function and return to step 2. If absorbed, go to next step;

5. Go to step 1 for a new bundle and complete the tally oNall
bundles.

For a nonhomogeneous medium, step 2 needs to be modified to
consider the variation of radiation properties in the path length.
Walter and Buckiug22] suggested that absorption suppression
can be used to determine the path length, based on the scattering
coefficient, to speed up the calculation, as shown by M@t

If this approach was used, then step 4 will not be needed. The
nonhomogeneous media treatment and absorption suppression are
considered in authors’ follow-up work25,26]. In the case of
multi-dimensional geometry, the algorithm remains the same. The
only difference is the bundle’s travel position has to be considered
in the corresponding coordinate system. In one-dimensional slabs,
only a z-coordinate is needed. In the case of nonhomogeneous

(2) (zp1—cty)>2z;: the point that the bundle and pulsemedia, additional consideration of volume to volume variation of

would meet at a time after, is betweenz, andz,.

properties in the source path length integration has to be treated.

Also the intersection point must be at the trailing edge An important advantage of the above RMC method is that it

of the pulse. The backtracking bundle’s path is show@an provide the solution at a specific time or over a time interval.
in Fig. 3(a) as lineoa. Since the bundle and pulselt is unlike other solution methods or MC method that the com-

travel distances are the same,

4L—4
—u :C(tl_tp)_ZL

Thus,

_pety—t)+z
1+u
whereu is the direction cosine of the path from to

(13)

Z,. The derivation of Eq(13) can be easily obtained

with the aid of Fig. 8b).
Go to step 4.

plete time history fromt=0 to any time of interest has to be
computed. The information over specific time interval is of inter-
est to time-gated measurements. This particular advantage of the
RMC method further reduces the amount of computation and may
have the potential of being used in the real-time signal processing
and inverse analysis for optical image re-construction and remote
sensing.

Results and Discussion

The parallel computer architecture used in this study is simply a
collection of computers with commodity processors and parts. The
coding is based on the Single Program Multiple Data model and

(b) z;<(zp,—cty)—the pulse would not have met the bundleuses the Message Passing Interf&#Pl) library [32,33]. The
That is, the bundle was lagging behind the pulse and thaiystem consists of one master or root node and many slave or

path lengths would never intersect. Go to step 4.

compute nodes. The communication among nodes, in this case, is

(c) z,>z,,—the pulse would have met and moved across thtrough a private, channel-bonded FastEthernet. A 48-node IBM
backtracking bundle while traveling from,, to z,;. The Linux cluster was used in this study. This system can be extended
paths of bundle and pulse intersected at two positions. The 96 processors with dual processors in each node. Currently,
first or earlier intersection position is the upper limit of theexcept the head node, only one processor is installed in each of

source integrationz , which must be between, andz,
and is also at the leading edge of the pulse,

624 / Vol. 126, AUGUST 2004

the compute nodes. Each compute node is an IBBBO x-Series
with a Pentium 11l 866 MHz processor and 512 MB SDRAM. The
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Fig. 4 The convergence of solutions with different variance. Fig. 5 Wave front resolution of the RMC method

The medium has an isotropic scattering phase function, scat-
tering albedo =0.998, and optical thickness =10.
nates solutions in three cases of linear anisotropic scattering me-
dia. In this figure the difference between MC and RMC solutions
total system memory space is 24 GB. Detailed hardware and s@f&n hardly be seen. The temporal transmittance curves of three
ware configuration information is given in the website at http:different cases are shown. The number of energy bundles used in
olin.fit.edu/beowulf/. the simulation at different time step varies fron?16 2x 10° by
The geometry solved in this paper is a one-dimensional sladstting the standard deviation of the solution to be 5 percent and it
with radiation signal solved on the opposite side of the source. Agkes about 12 seconds to finish. It takes 47 seconds by setting
a first test of the RMC algorithm used in this study, it is used tgtandard deviation at 2 percent with the bundle number varying
solve a slab medium of=10 and large scattering albedo 0.998om 10 to 1.6x10P. In comparison, the number of bundles used
subjected to a collimated pulse irradiatif8). The incident pulse py \onte Carlo is 2 107 and the total number of bundles by the
width t =1 is modeled by two consecutive Heaviside unit steRMC method is about an order of magnitude larger with 2 percent
functions at the boundarg=0 and the normalized collimated standard deviation. It is noted that the results by Monte Carlo
intensity is equal to 1. The solution improves as the standafgethod with this bundle number still show a large degree of os-
deviation is reduced from 5 percent, 2 percent, to 0.5 pex€é@t cillation [9]. This indicates more energy bundles need to be used
4). The 5 percent curve shows moderate statistical oscillations gActhe MC simulation to reduce the statistical oscillations at long
0.5 percent curve is very smooth. The temporal transmittangge [25]. Setting the standard deviation to be 0.5 percent, the
curve is consistent with those reported by our earlier work. RMC solution become much smoother and the corresponding
Many existing numerical schemes to simulate transient radiggndle numbers vary from 3:210° to 1.28x10". The total com-
tive transport simply fail to resolve the wave front correctly, e.gpytational time is 11 minutes using 10 nodes with 0.5 percent
Mitra et al.[34], leading to incorrect propagation speed. A part aftandard deviation setting.
the rigorous tests of transient radiation transfer numerical Figure 7 shows the variation of the bundle number used in each
schemes, including Monte Carlo algorithms, is to demonstrate thge instant and for three different phase functions. The result is
capability of wave front resolution. Figure 5 depicts the excellelased on the 2 percent standard deviation setting. A similar trend

agreement between the RMC method and DOM, as well as tRefound in other standard deviation settings. First, the bundle
sharp collimated pulse front in this regard. The medium has unit

optical thickness and isotropic scattering with albedo being equal
to 0.9. The DOM solution was validated with our prior integral 2
equation and Monte Carlo solutions. el T
To further verify the RMC algorithm, the simulations of for-
ward anisotropically, isotropically, and backward anisotropically
scattering media are compared with the discrete ordinates methoc
with which accurate transient solutions were obtaifiell Com-
parison with a forward Monte Carlo meth¢83]is also made on
the same plotFig. 5). A 5 percent RMC solution takes about 12 10°;
seconds using MPI parallel library on 10 nodes of the aforemen- r
tioned Beowulf cluster. It takes about two hours by the Monte
Carlo method using a serial code on a 633 MHz 21164A Alpha
processor workstatiof®]. The run time is shorter if the albedo is L ]
smaller. It should be emphasized that the typical application of } -~ RMC.std dev 0.5%
RMC solution of pulse propagation may be over a time interval, 104 | ——MC 4
not fromt=0 to a given time. As previously discussed, RMC is F ]
suitable for problems with radiation information needed only at F
limited locations and time. It is not a replacement for the conven- L T S R S
tional Monte Carlo method in other situations. Therefore, a direct 0 20 o . 6 80 100
comparison of computational time between MC and RMC was not
made. Fig. 6 Comparison of RMC, MC, and Discrete Ordinates
Figure 6 shows good agreement between the MC and RMfethod solutions for isotropic scattering slab with a collimated
solutions and somewhat small difference with the discrete ordgiulse irradiation

T

Transmittance
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tionally efficient scheme for remote sensing and optical imaging

inverse analysis. It is possible to apply the method in real-time

§ applications because of the small amount of time used in a cluster
----- a=09 1 system.
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Bundle Number
=
>
T

Nomenclature

a = linear anisotropic scattering phase function coefficient
c = propagation speed of radiation transport in the me-
dium, m/s
P S I R D = dimension of integral
0 20 G = integrated intensity, W/f
I

radiation intensity, W/rhsr

radiation intensity at boundary=0, W/n? sr
total slab thickness, m

number of samplings or energy bundles
radial coordinate, m

position vector of a locationx(y,z) in space
number decreases as the transmittance signal reaches its peak. geometric path length, m

Then, the bundle number increases as the transmittance signals S = unit vector along a given direction
gradually levels off. Secondly, for*>30, i.e., after the pulse t = time, s

passes the medium, the bundle number used is higher for forward t:; = pulse parametegxt,

scattering medium and lower for backward scattering medium. In  z = coordinate, m

the back_ward scattering medium, the bundles tend to stay_ins@?eek Symbols

the medium longer, and the chance to encounter a pulse is thus ) )

higher. This leads to quicker convergence with fewer number of © = scattering phase function

bundles used. The behavior of bundle movement is similarly de- ¢ = azimuthal angle .,

scribed in our earlier work on the DO ]. At any givent*, the k = extinction coefficient, m™
appropriate amount of energy bundles used to meet the standard # = direction cosine irg-direction
deviation setting indicates that the RMC method is very efficient ¢ = polar angle
p =
g
T

Fig. 7 Bundle number used in three difference scattering
phase functions used in Fig. 6. The converged solutions have 2
percent standard deviation.

o = 2o
Il

in controlling the number of bundles needed for simulation. distance, m

A series of tests of the proposed RMC algorithm shows that it = scattering coefficient, m , )
can provide accurate simulations at given locations or time with = optical thickness of the one-dimensional slab me-
significant reduction in computational time when compared to the dium, «L
traditional MC method. The RMC method will be used to com- = solid angle, sr
pare pulsed laser measurements of three-dimensional scattering @ = Scattering albedog/x
media in a follow-up publication. Superscripts

In transient problems, one of the forward Monte Carlo methods
can carry out the time stepping of the simulation of all thke *
bundles simultaneously at a given time s{€j. While this ap-
proach consumes very large amount of memory, it can achieve
good parallel efficiency. A different approach is to trace the bundf®ubscripts
one at a time and record the time history accordirldlg]. This = collimated or direct attenuation component
second approach does not perform time marching for all bundles detector location
simultaneously, but rather it “assembles” the temporal informa- lower limit of source integration
tion of all bundles at the end. In this way, the memory requirement collimated pulse direction
is not an issue, but it can not provide the variance of the simula- pulse
tions during the calculation. It should be pointed out that the = multiply scattered or diffuse component; in-scattering
coarse grain parallelism is retained in all of the above MC and direction
RMC algorithms. As far as the requirements of reducing memory y — ypper limit of source integration
usage and obtaining solution variance during the calculation, the
reverse Monte Carlo algorithm is more suitable.

= dummy variables
= normalized variables
0 = vector

woorao
Il
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A Two-Temperature Model for the
Analysis of Passive Thermal
Control Systems

Passive control of steady and unsteady thermal loads using effective thermal conductivity
. enhancers, such as metal foams, internal fins and metal filler particles, is being explored
Shankar Krishnan for a variety of electronics applications. The interstices are filled with air, phase change
Javathi Y. Murth mate_ria_lls, or other qu_ids. Local therma}l equilik_)rium between _th_e_ solid filler and the
y . y matrix is not ensured in such systems since their thermal diffusivities are frequently very
different. The use of a single volume-averaged energy equation for both the phases cannot
be justified in such situations. A two-medium approach is used in the present work to
account for the local thermal non-equilibrium. Separate energy equations are written for
the solid and fluid respectively, and are closed using a steady-state interphase heat trans-
fer coefficient between the two phases. A general momentum equation which includes the
Brinkman-Forchheimer extension to Darcy flow is employed. The resulting equations are
solved implicitly using a fully transient method on fixed orthogonal co-located finite
volumes. Unsteady natural convection in a metal-foam filled cavity is computed. The
influence of various parameters such as the ratios of solid-to-fluid thermal conductivities
and heat capacities, Rayleigh number, Prandtl number and Darcy number on the thermal
and flow fields is investigated. The results illustrate that local thermal equilibrium is not
assured, either during the transient or at steady state for the range of parameters
considered. Furthermore, even if the steady-state solid-to-fluid temperature differences
are small, large temperature differences are seen during the unsteady response.
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Introduction and Tien[4] explored forced convection in metal foams saturated

Thermal management of electronics is becoming increasingﬁ’Ith (\;vater. They studied t_helef‘fects of thermal dlspe_rsmnlon |
challenging as chip-level heat fluxes increase at a rapid rate. Co fced convection using a single energy equation assuming a loca
ing can be achieved either by using conventional techniques t rm.a.l eqwhbnum between the mgtal fogm and fluid phase.
utilize active components like fans, or with passive techniques miri and Vafai [S,6] ”?‘?d.a semi-heuristic model to account
such as phase change thermal storage units and heat pipe Of ocal thermal nonequilibrium for steady and transient forced

many emerging cooling designs, thermal conductivity enhanc nrvilc?r:/e .ﬂfwsrttt;roug? r? 26[? (r)f.srr])r;e?r(r:]al pr?étlt(:r:effnTPZy exr-
such as metallic foams, internal fins and metallic particles aPeore € Importance of non-Darcian terms a ermal disper-

used. The interstices contain either fluid or air. In thermal energy’"" effects on thermal and flow characteristics. Error maps were

storage applications, for example, phase change matéPghis) trngced to quantify the results. The solidjto-fluid thermal con-
are used. These materials are particularly attractive for transif’ﬁ’:t'v'ty ratlc_)_qu found to have a profound influence on th‘? local
applications where the heat generation experiences frequent s l@g{mal equilibrium. Lee_ and Vafa_[ﬂ] performed an analytlca_l
spikes in its magnitude. In addition to a high latent heat of meI?—Udy of forced convective flows in a porous bed. An electrical
ing, phase change materials used in electronics cooling must (AP work was developed to represent the heat transfer through the
high thermal diffusivity to quickly conduct away the dissipate('j’orou.'S medlum: The validity of a single vollume-ave.raged energy
heat into the bulk of the PCM. Though typical PCMs in popula?quat'on was dls_,cussed based on the solid aT‘d fluid temperature
use(e.g., paraffinshave very high latent heats of meltiigrder dlffe_rentl_als obtained from_a two-energy equation model. The_ er-
of 10° J/kg or more) [] and isobaric specific heat capaciti@s- rorin using the one-equation model was f_ound to increase with a
der of 1000 J/kg K or mong 1], they suffer from very low thermal decrea_se in the_ratlo of eﬁectlve cor_1duct|V|ty of the fluid to tha}t of
conductivities(order of 1 W/mK or less). Further discussion of theIhe solid and with a decrease in Biot number based on the inter-

characteristics of solid/liquid and liquid/vapor PCMs is availablat'TIal hgaltftrartlsfer coeffli_lenth Lut?t 48] detv;er:opedhan a;n?lfytl-
in [2,3]. It is therefore necessary to increase the effective ther model for the convection heat transport through metal foams.

conductivity of the PCM through the use of internal fins, foams implifying assumptions were made and_ guidelines for optimum
filler particles. In high power electronics applications, met pam structures were proposed for maximum heat transfe_r for a
foams with high porosity have been proposed to provide increasgyen Power input. Mlnkquycz et a[9] performed a theoretlcq[
surface area for passive single-phase heat transfer. s_tudy_ to analyze the validity of assuming _Iocal thermal equilib-
In general, metal foams are mathematically modeled using tfjM in heat transfer through a porous fluidized bed. It was shown
technique of volume-averaging owing to the complexity involve at local thermal equilibrium depends on the size of the porous

in modeling the metal foam and saturating fluid separately. Hulgye". POre size, interstitial heat transfer coefficient and thermo-
9 9 P 4 physical properties. Calmidi and Mahajgt0] performed an ex-

Contributed by the Heat Transfer Division for publication in tf@JBNAL OF perimental investigation of forced convection in metal foams with

HEAT TRANSFER Manuscript received by the Heat Transfer Division June 2, 200 and water as fluid phases. An empirical _Correlation was also
revision received March 24, 2004. Associate Editor: K. S. Ball. reported. Alazmi and Vafdill] analyzed a variety of porous me-
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of Mohammed [18] (O) at %=0.5 for Pr=1 and thermal conduc-
tivity ratio=1.0

dia transport models for forced convection in porous beds. The
effects of variations in existing semi-heuristic models, effects of
porosity, thermal dispersion and local thermal equilibrium were
reported. Calmidi and Mahajdi2] reported an experimental and
numerical study of forced convection in metal foams under local
thermal non-equilibrium conditions. Hwang et Fl3] performed
experiments on metal foams. They measured the interstitial con-
vective heat transfer and frictional drag for forced convective
flows using a transient single-blow technique. Empirical correla-
tions for interstitial heat transfer coefficient were reported. Further
details of the thermal non-equilibrium modeling of forced convec-
tion can be obtained frorfil4].

Natural convection in porous media is also encountered in
many applicationd15,16]. However, while many studies have
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Fig. 5 Spatial variation of solid and fluid temperature distribu-

tion for zero inter-phase heat transfer coefficient (Nus=0). For
all Rayleigh numbers the solid temperature distribution is a
straight line.
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Fig. 6 Predicted temperature variation at steady-state for vari- Fig. 7 Predicted temporal evolution of thermal field for Ra
. . . . — 6 — — —_ -2 H H
ous Rayleigh numbers at the mid-height of the domain ~ (=0.5): =10°, Nu,=0, Pr=1, and Da= 10"~ at the mid-height of the do-
(a) solid-to-fluid temperature difference, and  (b) solid (broken ~ main (%=0.5): (a) solid-to-fluid temperature difference, and  (b)
line) and fluid (solid lines with symbols ) temperature distribu- ~ solid (broken line ) and fluid (solid lines with symbols ) tempera-
tions ture distribution. Solid  (broken line) reaches a steady state
very fast.

investigated forced convective flow through porous media under

local non-equilibrium thermal conditions, fewer have considered

natural convection. Deiber and BortoloZ2i7] performed a natu-

ral convection study in a vertical porous annulus composed #®w in a rectangular domain partially filled with a porous medium
spheres without assuming local thermal equilibrium to exist bémetal foam)and heated from below. Heat transfer enhancement
tween the solid matrix and saturating fluid. They reported thatdue to the presence of the foam against that with no foam was
two-energy equation model should be used at high Rayleigh asttidied. Effects of thermal dispersion and the Darcy number on
Darcy numbers. Mohammed.8] performed a parametric study the heat transfer were explored. They concluded that a local ther-
for natural convection in a porous enclosure under steady-statal nonequilibrium model better describes the underlying heat
conditions. The effects of varying the Darcy, Rayleigh, anttansfer phenomena in metal foams.

Prandtl numbers and the solid-to-fluid thermal conductivity ratio The present work undertakes a parametric analysis of natural
on the temperature differentials between solid and fluid were resnvection inside enclosures containing metal foams for the tran-
ported. Rees and Pdfd9] also reported the existence of non-sient thermal management of electronics. Only single-phase flows
equilibrium conditions for steady-state flows. Beckermann amdlithout phase change are considered to elucidate the basic phys-
Viskanta [20] experimentally and numerically analyzed naturaics. The paper examines the transient effects of different param-
convection inside a porous enclosure with a local thermal equilibters including the Rayleigh, Darcy and Prandtl numbers, solid-
rium assumption. Recently, Phanikumar and Mahdjah| re- to-fluid thermal conductivities, and the Nusselt number for
ported numerical and experimental results for natural convectirgerphase heat transfer, on the temperature differentials between
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=108, Nu,=0, Pr=1, and Da= 10~2 at the mid-height of the do- =10° Nus#0, Pr=1, and Da= 10"~ at the mid-height of the do-

main (5=0.5): (&) solid-to-fluid temperature difference, and () Main (#=0.5): (a) solid-to-fluid temperature difference, and  (b)
solid (broken line ) and fluid (solid lines with symbols ) tempera- ~ Solid (broken line ) and fluid (solid lines with symbols ) tempera-
ture distribution. Solid  (broken line) reaches a steady state ture distribution

very fast.

the solid and fluid under local thermal non-equilibrium conditiongphases are assumed to remain constant and isotropic over the

The physics governing the existence of thermal non-equilibriurange of temperatures considered. The Boussinesq approximation

during the transient are explored. is invoked in the fluid phase. Dispersion effects are neglected.
Using the dimensionless variables

Mathematical Formulation and Numerical Modeling

A schematic of the problem considered is shown in Fig. 1. A X y
porous medium saturated with fluid is contained in a square en- &= H Ty
closure of sideH. The left and right walls are held at constant
temperatured, and T, respectively. The top and bottom walls
are adiabatic. The fluid and solid media are at equilibrium ini- L, (Ts—=To) L, (Ti=To)
tially, and at temperaturé.. At 7=0, the temperature of the left s :ﬁ§ f :ﬁ
wall is raised toT,. The objective of the work is to examine the noe hoe
temporal evolution of the solid and fluid temperature fields. Th . . -
liquid is assumed to be incompressible and Newtonian. The mtgl—e d!menS|or_1Iess vol_ume-averaged continuity and momentum
mentum equations include the Brinkman's term and Forchhgduationd20]in the fluid phase are
imer’s extension to Darcy flow. The solid is assumed to be isotro-
pic and rigid. Thermophysical properties of the solid and fluid V-U=0 (1)

tay _uH. pH?

T= 72; | =
H ag peUsas
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Table 1 (a) Predicted times for solid and fluid to reach steady state for various Rayleigh,

Prandtl and Darcy numbers for Nu

at steady state

=0, and (b) predicted solid-to-fluid temperature differences

Darcy Number

Prandtl Number

Rayleigh Number reach steady state

Time! for solid to

Time? for fluid to
reach steady state

102 1 10° 0.00055 0.45
100 0.00055 0.2
108 0.00055 0.03
10° 0.00055 0.015
100 10° 0.00055 0.1925
10° 0.00055 0.0275
103 1 10° 0.00055 0.55
108 0.00055 0.175
100 10° 0.00055 0.58
108 0.00055 0.171
@
(Ts_ Tf) max
Darcy Number Prandtl Number Rayleigh Number at =0.5 (Ts— T1) max
1072 1 10° 0.01 0.15
10° 0.13 0.57
108 0.44 0.86
10° 0.48 0.91
100 10° 0.13 0.575
108 0.44 0.86
103 1 10° 0.0002 0.017
108 0.13 0.61
100 10° 0.00015 0.0168
108 0.128 0.61
(b)

INondimensional time.

Two different volumetric heat transfer coefficients are used. For

1/19U 1 1 1 !
_(__+ —(U-V)U) =-VP+-V2U-| — forced convection through a packed bed of sph¢i#s23]the
Prie ar g2 € D& expression is
2
- _Y _ /3 0.6
+5pg Yl |UTRa T () (Nu)p=—}—=6(1 £)[2+1.1PH(Re)*9 (5)

The governing intrinsic phase-averaged energy equations are wfifs correlation is valid up to Re of 8500. For forced flow through
ten for the solid and fluid phases separately. These macroscopietal foams, the following correlation is used

continuum equations for solid and fluid are valid at every point in h d2

the domain. The two energy equations can be closed either using (Nu)p=v—=0.37€1Re)°‘64‘(Pr)°-37

an unsteady closur2] or a steady-state closufg]. A steady- ki

state closure has been found to be sufficient for most proble
[22], and is used in this work. The dimensionless energy equati
are

©)

®$s important to note the limitations of E¢6) in modeling inter-
YRase heat transfer. The correlation[ik8] was developed for
metal foams in air, for a Reynolds number*Rg=uL/v, L being
the test-section lengthin the range 1900<Re<7900. To use it
for typical PCMs, a scaling factor for Prandtl number similar to
(1—e) that in Phanikumar and Mahajd@1] was included. Further, for
high Pr, the flow in the core of the domain is of relatively low
(Nu) (TF—T%) 4) velocity, and the Reynolds number may be far lower than the
€ f s lower Re" limit of Eq. (6); it is also clear that Eq(6) does not
correctly recover the conductiofiRe* =0) limit. To the authors’
aI!i‘ﬁ(')wledge, there are no available correlations in the literature

aTs (Nu);

— 2T% _
Q= =\V?T

T (Te=T7) ®)

JTt

ar

1
+;(U-V)T¢=V2T¢—

The dimensionless parameters governing the flow and heat tr

fer are describing the inter-phase heat transfer coefficient in the high-
3 2 Prandtl number and low-Reynolds number limit. Therefore, Eq.
ol pa BT K (Nw, =" (6)is used despite these limitations.
ag Qg H Ky The volumetric heat transfer coefficient in the above equations
K d can be expressed in terms of the inter-phase heat transfer coeffi-
N S _ (pCp)s . _d cient as
ke’ (pCp)s’ H
° h, =hsa @
F=0.068 (for metal foams In Eq. (7), ass is the specific surface area. These correlations are
175 expected to be approximately valid for natural convection as well.
F=—— (for flow over spherical particlgs The Reynolds number in Eq&5) and (6) was interpreted as the
150¢° local Reynolds number, defined based on the local mean velocity
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T T T T T T T validated against studies on convection in a packed bed of

R " N spheres. Beckermann and Viskaf28] performed an experimen-

Ra=10%;Pr=1;Da=10 i tal and numerical study of natural convection in a porous enclo-
—a— 1=0.00005 sure comprising sphericdblass) particles with gallium as the

—A— T f8-888§5 1 interstitial fluid. A fixed porosity of 0.385 was considered. Predic-
© 2;0:001 4 tions from the present work are compared to thosg2iin Fig.
—o— 1=0.0025 1 2 at different vertical(s-direction) locations. In the current pre-

dictions, Eq.(5) was used to represent the inter-phase heat transfer
coefficient. The predicted thermal fields agree well with the nu-
merical predictions if20] and also show satisfactory agreement
with the experimental measuremen2g].

Predictions from the present model are also compared in Figs. 3
and 4 with those of Mohamméd 8] who also employed a two-
temperature model for the analysis of natural convection in a
packed bed of spheres. The comparison is shown for the case of
Prandtl number=1.0, and the agreement is seen to be excellent.

Grid and time-step independence for the mesh and time-step
sizes used in the present simulations was also established. A Ray-
leigh number of 18, a Darcy number of 10° and a Prandtl
number of 1 were used for this set of calculations. Grid indepen-
dence was tested using three different non-uniform grids 486
(mesh #1), 9%92 (mesh #2)and 182x182mesh #3). For mesh
#1, a deviation of 6.48% in the maximum solid-to-fluid tempera-
ture difference was observed with respect to mesh #3, with this
deviation between mesh #2 and mesh #3 reducing to 0.33%.
Therefore, mesh #02x92)was chosen for all the calculations in
this study. For establishing time-step independence, three different
time step values, 1.2610 %, 2.5x10"* and 5x10 % were
evaluated with the 9292 mesh. The deviation in the results for
the maximum solid-to-fluid temperature difference compared to
the smallest time step was less than 0.01% for both larger time
steps. Since refinement in the time-step did not produce discern-
ible improvements in accuracy, a nondimensional time-step value
of 2.5x10 * was used for most of the computations in this work.

Results and Discussion

Passive thermal storage units used in electronics cooling would
feature solid-to-fluid thermal conductivity rati@s) in the range
of 1% to 1 and Prandtl numbers of 1 to 100. The porosity of the
metal foam considered in this study is held constant at 0.8 with a
pore size corresponding thH=0.0135. The ratio of the average
ligament diameter of the foam to the mean cell size of the foam is
0.1875 with average ligament diameter being equal to 0.36 mm
Fig. 10 Predicted temporal evolution of thermal field for Ra [13]. In the range of thermal conductivity ratios of interext (
—10°, Nu,#0, Pr=1, and Da= 102 at the mid-height of the do- ~ ~10°—1C), the results did not vary much with, and hence a
main (=0.5): (a) solid-to-fluid temperature difference, and  (b) value of 1§ was used for all cases.

solid (broken line ) and fluid (solid lines with symbols ) tempera- .
ture di(stribution ) ( Y ) temp Steady State. The case of zero inter-phase heat transfer

(Nu¢=0) is first considered, in which there is no thermal interac-

{ion between the solid and fluid phases. Figure 5 shows the varia-
i f soli flui files for diff Rayleigh

used for spherical particles can be obtained ff@n6]. For metal lon of solid and fluid temperature profiles for different Rayleig

A 4 e b mbers at mid-heighty=0.5); the fluid temperature variation at
EcigTs, a porosity of 0.8 is used and the inertial coefficient is 0.0(577%':0_02 andy=0.98 for Ra<10F is also shown for contrast. The

The computational domain is discretized into finite volumeg0lid profile is expected to be a straight line and is independent of
using an orthogonal mesh. Pressure, velocity and the two tempdhg Prandtl number and location. The fluid profile is also a
tures are stored at the cell centroids. A central differencing schefgaight line if the Rayleigh number is low and, as a result, the
with a deferred correctiof24,25]is used for convective fluxes. A solid-to-fluid temperature differenc&T*~0O(0) everywhere in
central differencing scheme is used for discretizing diffusivéhe domain. As the Rayleigh number increases the fluid tempera-
fluxes. A second order Euler implidithree time levelscheme is ture profile deviates from the solid temperature profile as thermal
used for the transient terms. The SIMPLE algorithm is employdepundary layers develops near the heated and cooled walls. The
for obtaining the velocity fields. The linearized systems of equ#hickness of the boundary layer scales-agRaD&) ~** [27]. It
tions are solved using the strongly implicit proced(®P) [25]. can be seen from Fig. 5 that the numerical predictions agree with
Additional details about the numerical approach are available the scaling analysis. For example, for-R&0® and Da=10" 2 the
[2,26]. The calculations are terminated when the residual hasmerically predicted boundary layer thickness is approximately

(b

(Umeafl/v). The relations for permeability and inertial coefficien

dropped at least below 16 for all governing equations. 0.09 and that from scaling analysis is 0.1. As the Rayleigh number
L increases, the thermal boundary layer in the fluid is increasingly
Code Validation confined to a thin layer near the wall, with the core being at a

Because experimental results are not available in the literatdesnperaturd’§ ~0.5. Thus, the geometric center of the cavity is a
for natural convection inside porous metal foams, the code wpsint of zero temperature difference between solid and fluid. The
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Table 2 (a) Predicted times for solid and fluid to reach steady state for various Rayleigh,

Prandtl and Darcy numbers for Nu

at steady state

#0, and (b) predicted solid-to-fluid temperature differences

Darcy Number

Prandtl Number

Time! for solid to
Rayleigh Number reach steady state

Time? for fluid to
reach steady state

1072 1 10° 0.0075 0.00935
10° 0.0023 0.00235
100 10° 0.015 0.0225
10° 0.0027 0.00275
1073 1 10° 0.02345 0.0929
10° 0.00735 0.0086
10 10 0.0125 0.15
100 10° 0.00055 0.2245
108 0.01475 0.02175
(@)
(Ts_ Tf) max
Darcy Number Prandtl Number Rayleigh Number at»=0.5 (Ts— TH) max
1072 1 10° 0.000865 0.0248
10° 0.0429 0.1506
100 10° 0.0081 0.08385
10° 0.1638 0.3758
1078 1 108 0.00004 0.0041
10° 0.00087 0.02635
10 106 0.00005 0.0064
100 10° 0.000075 0.0091
0 0.0081 0.0884
(o)
INondimensional time.
maximum temperature difference is expected to occur at the edge ,d?
of the thermal boundary layer, with a valuer* ~0O(0.5) at the Nup=——=0.378 Re)0%4p037
mid-height(%=0.5) of the domain for high Rayleigh numbers. At f
7=0 and 1, the maximum temperature difference~i®(1) for d))0644
high Ra as expected. ~0-37% (RaD&Z)m( ﬁ)] pr0-274 9)

The next case considered is one in which the solid and fluid
exchange energy in a steady-state mode through inter-phase tratsss, the inter-phase Nusselt number depends on the Prandtl
fer (Nus#0). Figure 6(a)shows the dimensionless solid-to-fluidnumber, and tends to decrease as the Prandtl number increases,
temperature differenc€% — T at mid-height(7=0.5) for several causing the two media to act in a more uncoupled manner. This
Rayleigh numbers, for Dal1072, A=10°, Q=1, and d/H dependence assumes that the Prandtl number variation i(6Eq.
=0.0135. Figure &) shows dimensionless solid and fluid temis valid at high Pr.
perature variations at mid-height forPt. The effect of the inter-

h heat t P ficient is to | th lid-to-fluid Unsteady Flow. As in the steady-state cases, in order to un-
phase heal transter coetiicient IS o fower the Sold-to-luld ey siang the effect of the inter-phase heat transfer on the solid-to-
perature difference. For low Rayleigh numbers {R#°), the

- . . fluid temperature difference we first consider the;NO case. In
maximum temperature difference is seen to ®®(0) as ex- he ahsence of inter-phase heat exchange, the solid-to-fluid tem-
plained previously. The solid-to-fluid temperature difference | E‘erature difference depends on the relative response time of the
creases with increasing Ra, but is always less tggan that in phases. The solid reaches steady state in time scales of order
Nu=0 case, i.e., less than(@5). Indeed, Eor Ra20" a maxi- _H'a‘:/as) or a dimensionless time scale ef~Q/\. The fluid
Eumstgmp.ehraégre d!fferenge of abo#t 1f0 A)h'lshsgen.hCOSjparl ponse time depends on Ra. For low Rayleigh numbers the time

ig. 6(bwith Fig. 5 it can be seen that for high Ra, the dimeng, o1, steady state scalesHa;, corresponding to a dimen-
sionless solid temperature variation at the mid-height of the ey, ass scaler;~O(1). Forhigh Rayleigh numbers, the fluid

closure(7=0.5) is not linear but follows the fluid temperaturé o 1 steady-state scales as the inverse of the vertical velocity,
variation due to inter-phase heat exchange between solid and flg hence

phases.

Figure 6(a)also shows that for a Rayleigh number of®10
increasing the Prandtl number from=Pk to Pr=100 increases the
solid-to-fluid temperature difference by a small extent. The verti-
cal velocity in the rectangular domain scaleq 23]

V~(RaD&)? (10)

71~ 1V~ (RaD&) 1?2

Figure 7(a)shows the variation of dimensionless solid-to-fluid
temperature difference along=0.5 at different times for Ra
=10°, Da=102, Pr=1, 0=1000, and\=1. Figure 7(b)shows

the fluid and solid temperature distributions at the mid-height of
the domain. The solid response time is much faster than that of the
fluid due to its higher thermal diffusivity, and it is seen to reach a
steady state much faster. In Fig(b¥, the solid has reached a
steady state even before the fluid field starts to develop. Thus, at

_vdH H /
V= g-Re P(a)~(RaD§)” ®)

The inter-phase heat transfer coefficient scales as
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06 A 7=0.0005 ] —o— 0005 3
—o— 1=0.00125 ] —v— =0 ]
osf T-001 3 1=0015
04ff = E
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0 ] ]
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0.1 3 e
0.1 )
02— 0.5 0.75 1
4
@) ) ) . ) )
1T T T T T T T Fig. 12 Predicted temporal evolution of solid-to-fluid tempera-
N ture difference at the mid-height of the domain (»=0.5) for Ra
09 . =108, Nus#0, Pr=1, and Da= 1073
— 5 1=0.00005
08 — & T=00005
o7 — Tf8'8(1)005 3 Prandtl and Rayleigh numbers. The process is declared to have
' - E reached a steady stateTif at (7,£€)=(0.78,0.98)is within 1% of
06 3 its steady-state value. It is clear from Tabléa)land 1(b)that for
] Nu;=0, the time to reach steady state is independent of Pr, as
0.5 4 expected. For low Darcy number (Bd0 %), the fluid flow is so
] strongly retarded by the porous medium that the time to reach a
0.4 - steady-state is governed by the fluid diffusion scale; O(1);
] correspondingly, the solid-to-fluid temperature difference is rela-
0.3 ] tively low.
] The results for Npy#=0 are considered next. Here, the behavior
02 . is governed by the relative magnitude of three interacting scales:
: . the response time of the solid, the response time of the fluid, and
0.1F ! the response time of the solid-fluid interface. If the interface re-
T s T Ty 5 sponse time is very long, the solid and fluid evolve separately and
S — 25 05 0 b2 inininlninia large temperature differences exist at steady state. If, on the other
g hand, the interface response time is much shorter than either the
(b) solid or the fluid response time, the two phases will evolve in a

coupled manner, with the faster-responding phase imprinting its

Fig. 11 Predicted temporal evolution of thermal field for Ra temperature on the slower-responding phase. A measure of the

=108, Nus#0, Pr=100, and Da= 10"2 at the mid-height of the

domain (%=0.5): (a) solid-to-fluid temperature difference, and dimensionle:sls response time of the ir_]terface .is ;Nlﬂ
(b) solid (broken line ) and fluid (solid lines with symbols ) tem-  (=h,H?/k¢)~". For Ny>1, the two phases will evolve in equi-
perature distribution librium. Figure 9a) shows the temporal evolution of the solid-to-

fluid temperature difference for a Rayleigh number of,1@r=1

and Da=10"2. The dimensionless solid and fluid temperature dis-
early times, the solid-to-fluid temperature difference is higH'bugﬁg attinrr:]eo-salns dst]oé\;\::l;ller]s F;g's ?(g()j' Tgtea’[semlcgjnhzst}rmeefaﬁaelset
(~0O(1)) and the temperature difference progressively decrease@;p/ 'I?h f fd na re le for thi el y | R 10§=C
with time, reaching its steady-state value over the fluid time sca(e {¥/A- The fluid ime scale for this low value o affa- 100)

The ratio of the solid-to-fluid time to reach steady state is given 6?/ relatively large, leading to a slow approach to steady state.
hus, the fluid is essentially at its initial condition during the time
s Q(RaD&)Y?

the solid reaches a steady state, and initial temperature differences
N (11) " in Fig. 9(a)areO(1). However, it is seen that the solid-to-fluid

] ] ) ) temperature difference is driven to zero over a time scale
As the Rayleigh number increases, the fluid response time de-0(0.015), far faster than the response time of the fluid. This is
creases. This is seen in Figla@ which shows a plot of tempera- 3 result of the response time of the inter-phase heat transfer, which
ture difference variation along the mid-height of the domain fqg intermediate between the solid and fluid scales. This allows the
Ra=10%°, Da=10"?, Pr=1, and Ny=0. Figure 8(b)shows the solid to impose its imprint on the fluid temperature profile, which
variation of solid and fluid temperature fields along the mid-heighiso assumes a straight line shape, leading to nearly zero tempera-
of the domain. Due to the high Rayleigh number, the core fluid {gre difference at steady state. For the uncoupled (Eige 7(b)),
at a temperature off =0.5 and the boundary layer is confined tahe fluid temperature is not a straight line for the same set of
a very thin layer near the heated and cooled walls. The time parameters.
reach a steady state and the solid-to-fluid temperature difference dn contrast, the interface time-scale is competitive with the solid
steady state are listed in Table@)land 1(b)for various Darcy, time scale in Figs. 10(aand 10(b), which shows the solid-to-fluid
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temperature difference and the solid and fluid temperature varldemenclature
tion at mid-height for Ra& 10°, Pr=1, and Da=10"2. The ratio of
the interface time scale to the solid response time is
~(NuQ/\) 1. Here, the solid is not allowed to reach a steady g
state before losing heat to the fluid. Instead, the temperature dif- d
F
g

ags = Ratio of specific surface area to volume,
= Specific heat, Jkgt K™*

= Darcy number

= Particle diameter or mean pore diameter, m

ference begins to fall well before~ 75 and reaches equilibrium — Inertial coefficient

with the fluid on a time scale of~0.0025. Because the fluid time — Acceleration due to gravity, mg

scale is more competitive with the solid for this high value of H = Height of enclosure, m ’

RaD&(=10%, we see that the solid temperature profile is not he = Inter-phase heat tra’nsfer coefficient. WK 1
imposed on the fluid and a nonzero temperature difference exists rff = Volumetric heat transfer coefficient ,\N—rﬁK—l

at steady state. The time to reach steady-state and the steady state }2 = Permeability, i '

solid-to-fluid temperature difference for several Ra, Pr, and Da are k = Thermal con’ductivity wmlk-1

listed in Tables 2(agnd 2(b), respectively. Since the two phases Nu = Nusselt number baséd on height of the enclosure
are coupled, the time to reach steady state is of the same order for p _ Pressure, N ni?

both. This is especially true as Ra and Da increase, singe NU  p, — prandil number

increases with Ralia Ra = Rayleigh number
The effect of Prandtl number on the solid-to-fluid temperature  Rg — Reynolds number

difference and the temporal evolution of the solid and fluid tem- T = Temperature, K

perature fields is brought out in Figs. (&l and 11(b)for which t = Time, s

Ra=10%, Pr=100, and Da=10"2. From Eq.(2), it can be seen U = Velocity vector, ms?!

that an increase in Prandtl number causes a decrease in the inter, ;, = Velocity in x and y directions, ms"
phase heat transfer coefficient, and, hence, the phases act in ay y = Cartesian coordinates
more uncoupled manner. The temporal evolution is faster than the
uncoupled caséFigs. 8(a)and 8(b))and the solid-to-fluid tem- Creek Symbols
perature difference is higher than the corresponding1Pand a = Thermal diffusivity, nfs~
Nus#0 case. It is important to note, however, that these results B = Thermal expansion coefficient, K
are subject to the assumption that E8).describes the inter-phase  AH = Enthalpy of freezing/melting, J kd
heat transfer. At = Time step
The effect of Darcy number can be seen by comparing Fig. %, Ay= Spatial mesh sizes, m
with Fig. 9. Figure 9 has been plotted for R4, Da=10"2 = Ratio of mean pore diameter to height of enclosure
while Fig. 12 has been plotted for R4(?, Da=10"3. The fluid Porosity _
velocity scales approximately as(RaD&)"2. As a result, the = Dimensionless y coordinate _ _
temperatures differences in the two figures are almost identical; A = Ratio of thermal conductivities of solid and fluid
the response times are also very similar. = Dynamic viscosity, Nsm
= Kinematic viscosity, s *
= Density, kgm3
= Dimensionless time
= Dimensionless x coordinate
= ratio of volumetric heat capacities of solid and liquid

1

POmao w® I 0,
|

Conclusions

A fully transient analysis of natural convection inside a porouSubscripts
enclosure containing a metal foam was carried out using a two- - — ¢g|qd
temperature formulatlon... Bgseq on the results pf a parametric of — effective fluid property
study, local thermal equilibrium is not ensured, either during the g — effective solid property
transient or at steady state in such systems. For transient applica-  — f,id
tions, the temperature difference between the solid and the fluidis |, = Rt
governed by the response time of the two phases as well as the | _ |iquig
time scale of the solid-fluid interface. The results demonstrate that = pore or particle
even if the steady-state temperature differences are small, the tem- ¢ — ggig
perature difference during the unsteady response may be quite )
large. Single-temperature formulations are expected to yield incot4Perscripts
rect predictions when the inter-phase heat transfer time scale is * = dimensionless quantity
longer than the fastest response time of either the fluid or solid ss = steady state
phase. For metal/air or metal/PCM systems, the faster-responding
phase for typical ranges of Ra and Da is the solid. In this limicknowledgment

tw_cly_-gemperature fc()jrmg_lgtions are _r&eceshsary Wr|]18ﬂ<1\1UWh hacSupport for this work from industry members of the Cooling
€ present study did not consider phase change. en p hnologies Research Center, an NSF Industry/University Coop-

change is included, an additional time scale associated with ; AW ; _
latent heat of melting is introduced in the problem, and dependi.ﬁg%ytl\;%kﬁgjﬁsézgd?em -ecn.purdue.edu/CTREIs grate

on the value of the Stefan number, can change the results obtaine
here. Yet another time scale appears when pulsed heating is ugggferences
The interaction of pulse periodicity with these competing scal
determines the validity of single-temperature formulations. Thesd1l Himran, S., Suwono, A., and Mansoori, G. A., 1994, “Characterization of
effects will be investigated in the future. Another research need is  fikanes and ;g;ag'gu\r’gzﬁg fgLAffyfig%” as Phase Change Energy Storage
the development of interphase Nusselt number correlations fof,; krishnan, S., 2002, “Analysis of Phase Change Energy Storage Systems for
high Prandtl number and low-Reynolds number flows, as well as  Pulsed Power Dissipation,” M.S.M.E. thesis, Purdue University, West Lafay-
correlations for pure conduction heat transfer in PCM- _ et IN. _ .
impregnated foams. These correlations are necessary to correctiyl Kiishnan. S., Murthy, J. ¥, and Garimella, S. V., 2002, A Two-Temperature

. . Model for the Analysis of Passive Thermal Control Systems for Electronics,
capture inter-phase heat transfer in the frozen as well as the Iow- proc. of IMECE 2002, ASME Paper No. 33335, ASME, New York.
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Local Pool Boiling Coefficients on the  Experiments

Inside Surface of a Horizontal A schematic view of the present experimental apparatus is
shown in Fig. 1(a). The water storage tank is made of stainless
Tube steel and has a rectangular cross sect@50x1300 mm)and a

height of 1400 mm. This tank has a glass view g@a00x1000
mm) which permits viewing of the tubes and photographing. The

Myeong-Gie Kang tank has a double container system. The inside tank has several
Department of Mechanical Engineering Education, flow holes to allow fluid inflow from the outer tank. To reduce
Andong National University 388 Songchun-dong, Andondleat loss to the environment, the left, right, and rear sides of the
city, Kyungbuk 760-749, Korea tank were insulated by glass wool of 50 mm thickness.

Figures 1(b)and 1(c)represent a supporter and a test section,
respectively. Several rows of resistance wires are arrayed uni-
formly around the outside surface of the heated tulhe (

Nucleate pool boiling heat transfer of water on the inside surface 300 mm andD;=51 mm), which is made of stainless steel.
of a horizontal tube of 51 mm internal diameter has been studigthen, the heating wires were covered with insulating material.
experimentally at atmospheric pressure. Experiments were p&ome powder was packed into the space of the heating wires to
formed at four different azimuthal angles (0 deg, 45 deg, 120 deggat the tube uniformly. The inside surface was lathed to have
and 180 deg from the tube bottom) to investigate variations &mooth surface. The test section and the supporter were assembled
local heat transfer coefficients along the tube periphery. The locgjith bolts.
coefficient changes much along the tube periphery and the mini-Temperatures of the heated tube were measured on the outside
mum was observed at the tube bottom. It is found that heat trargrface of the heated tube with two T-type sheathed thermo-
fer on the inside surface is strongly dependent on the intensity @fuples(diameter is 1 mmlocated at 100 mm distance from both
the liquid agitation and the evaporative mechanismends of the heated tube, respectively. The temperatures of the
[DOI: 10.1115/1.1778190 inside tube surface were calculated by the one dimensional con-
duction equation. To install the thermocouples on the surface two
Keywords: Boiling, Convection, Heat Transfer, Heat Exchangergrooves(widthxdepth=1 mnx1 mm) of 105 mm length were
Nuclear manufactured on the surface. The water temperatures were mea-
sured with six sheathed T-type thermocouples placed at the tank
wall vertically from the bottom of the inside tank with equal spac-
Introduction ing (i.e., 180 mm). All thermocouples were calibrated at the boil-
Qg point of water.

As a way of improving heat transfer on a heated surface, .
mechanisms of pool boiling have been studied for several o For the tests, the assembled part is placed at the bottom of the

cades. Pool boiling is closely related with the design of passi nk (Fig. 1(a)). After the tank is filled with water until the initial
type h.eat exchangers in advanced nuclear reaftdrsSince the water level is at 750 mm from the outer tank bottom, the water is
space for the installation of the heat exchanger is usually "mite;i@—?éﬁdthue&vr\]/gat;?l{[ren&ree-rhzﬁﬁtrir?eZzﬁggiaznégﬁiﬁwlzgggg'

to develop more efficient heat exchangers is inevitable. One of th P

possible orientations to install a tubular type heat exchanger is e aI_I the tests are run at atmogpherlc pregsthe water is
horizontal direction. Pool boiling can be created on the inside en boiled for 30 minutes at saturation temperature to remove the
f

outside surfaces according to the location of heat sources. ssolved gases. The temperatures of the heated tube are measured

though some results of pool boiling on the outside surface ha en they are at steady state while controlling the heat flux on the

been publishe{®2-4], to the author’s knowledge, the study for theuPe surface with input power. To make the az'f.“”tha' angl_e,_bot_h
inside surface of a tube is almost nothing. sides of the test section have flanges. The peripheral variation in

Jung et al[5] experimented boiling heat transfer in R-11 toheat transfer was determined by rotating the tube following each

investigate heat transfer mechanisms on the inside surface ot of readings.

circular cylindrical tank. They simulated the surface by a flat he elror bound of the voltage and current meters used for the
plate. That is, the plate facing downward simulated the upperm g tarex0.5 percent of the measurid value. Therefore, the calcu-
region of the surface. Somewhat detailed study on the inclinati [ed power(voltagexcurrenthas +1.0 percent error bound.
angle itself was previously done by Nishikawa et[8l} by using ince the h_eat flux has the_ same error bound as the power, the
the combination of a plate and water. To simulate a circular tafgcertainty in the heat flux is estimated to 1d.0 percent.

by a flat plate might be reasonable as the diameter of the tank g’he measured temperature has uncertainties originated from the
ermocouple probe itself and the instrument. To evaluate the er-

large enough. However, it is doubtable to use the results for tror bound of the thermocouple probe, three thermocouples brazed
design of tubular heat exchangers. Jabardo and Hiltigper- on tube surface were submerged in an isothermal bathOo®1 K

formed an experimental study of forced convective boiling of re- .
frigerants in a 12.7 mm internal diameter copper tube. They i ccuracy. The measured temperatures were compared with the set

vestigated effects of physical parameters over the variationsiﬁg‘psei\r/aet%rfet'hzhbea?he;?é'Orgcbet.‘r’vhe:grtrx gghi%s c;?t\évéﬂt?;tlaﬁc i
local surface temperature as a function of the fluid quality. Howl Y uracy. u qu

ever, mechaniis of ool oiing are iferent o those of HLCT VS 0,05 K Therefre ne ol uncerianyy of e
forced convective boiling. p y 9

s - i lue is=0.15 K.
Summarizing the previous works, both results of the flat plal ? va .
or forced convective boiling cannot be applied directly to the The heat flux along the tube periphery has been evaluated by

. " : : sing one-dimensional conduction equation. The maximum pos-
analysis of pool boiling heat transfer in a small size tube. The:é%e heat flux is 2.3 kW/Rias the tube wall superheah T is

fore, the present study is aimed at the determination of heat tral The value is about 11 percent of the averaged radial heat fi
fer characteristics on the inside surface of a small size horizon .kW/rr\rlZ) uThIi nur Fl)t in additi na\tllog ; ntl noer ux
tube. Through the study variations in local heat transfer coe ainty in the. heaéS ﬂ(L:J?( Tr?::xsial h:at Iogs from tﬁee gr?ds gf tchee-test
cients along the tube periphery will be investigated. section is also calculated and is less than 30@A., 24 W at

" _ . o .
Contributed by the Heat Transfer Division for publication in th®URNAL OF q'=91 kwi/n? and ¢=0 deg)' Since this is very small comparing
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Fig. 1 Schematic of the experimental apparatus: (a) water storage tank; (b) test section supporter; and  (c)
test section

The heat flux ") from the electrically heated tube surface ighe heat flux increases. =120 deg the slope is about 1.2 until
calculated from the measured values of the AC power input g% gets 18 kW/m, and then suddenly changes to around 0 and

follows: maintains the value as the heat flux increasesf-A180 deg the
Vi slope of the curve is nearby 0 g4<30 kW/n?. As the heat flux
q’'= m:hb(-rw_ Toad =hpATea (1) increases larger than 30 kWinthe slope changes to 0.03 and
I

maintains the same value. A& is more than 70 kW/rthe value
whereV and| are the supplied voltagén volt) and currentiin  Of ATy is almost same as shown in Figa2
ampere), and; andL are the inside diameter and the length of At #=0 deg and 45 deg the intensity of the liquid agitation is
the heated tube, respectivellyy and T, represent the tempera- very weak at lower heat fluxes. RegionséatO deg and 45 deg
tures of the inside surface and the saturated water, respectivelgre relatively free from the liquid agitation at low and medium
heat fluxes since bubbles are just moving upward. Therefore, the
Results and Discussion major mechanism affecting on heat transfer is the density of
) . ) __nhucleation sites. Ab=120 deg the intensity of the liquid agitation
Figure 2 shows variations in local heat transfer on the insigg strongly affecting on heat transfer at lower heat fluxes less than
surface of a horizontal tube. A#=0 deg changes in the local 18 kw/n?. The source of the liquid agitation is bubbles coming
coefficient is proportional to the change in the heat fluxqés from the bottom of the tube. As the heat flux increases more than
<30kwi/n?. The slope Ah,/Aq") is suddenly decreased and,18 kw/n? this region is nearby the boundary of an elongated
then, increased as 3@<75kWI/n?. At #=45 deg the slope of bubble. The intensity of the liquid agitation decreases suddenly
h, versusq” curve decreases gradually gsgets 60 kW/m. The and bubbles become coalescing around this angl@=At80 deg,
slope is then increases suddenly and maintains a constant valuthashigher coefficient was observed at a very low heat flux nearby

Journal of Heat Transfer AUGUST 2004, Vol. 126 / 639

Downloaded 06 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



100 T T T

a

90 | —a—0=0° on
—e—0=45° som | [ —o—g=a5
80 | Yy 0 6=
|

—A— o= ? 7 - °
e Pl ol e e
70 | Y / - ——6=180 A v/
[ ] _%A

e 60 | /Av - « v

1 o AN
§ S0 - A v{./I. ] E 2 /A A v’vvg—‘ .~ 1
E oL - Y : vYo on

q",

4l /",V. i ‘ w VWVV/%g D.D‘D ‘
20} /

.
44
~
pe
hh
>

>
.
[ &
B>

v
o vw 1 or-seut 1 1 al s 1 O " 1 L 1 L 1 1 1 1 1
0 5 10 15 20 25 30 35 0 10 20 30 40 50 60 70 80 90 100
AT K q", kW/m?
(a) (b)
Fig. 2 Changes in local values along the tube periphery: (a) q" versus ATy, ; and (b) h, versus q”

0. This is very unusual regarding the previously published resu[i8]. Other one mechanism is the liquid agitation. If a big bubble
for the several geometries. The departed bubbles from the tubere departed from the tube surface, there would be sudden liquid
bottom and side regions move upward and coalesce at the uppeovement into the space.

most regions of the tube inside to generate a very large elongate(étage 2 As the heat flux increases the sizes of bubbles in-

bubble underneath the surface. The existence of a micro liquid ) h . .
layer might be suggested between the elongated bubble and Gfease larger comparing with the bubbles in the stage 1. This stage

surface. As the bubble flows out from the ends of the tube, envgraging from 5 kW/ni to 15 kW/n¥. At this stage upward move-
ronmental liquid rushes into the space and, accordingly, the actii@nt of bubbles from the tube bottom is clearly observed. Out-
liquid agitation is generated inside the tube. Therefore, the highfé@w of the elongated bubble from the tube is more frequently
heat transfer coefficient at low heat fluxes can be explained Bpserved than the stage 1. Therefore, the intensity of the liquid
both of the evaporative mechanism underneath the elongagg@itation gets stronger.

bubble and the active liquid agitation. As<§"< 25 kW/n? the

local coefficient is almost constant. This means that the evapora-

tive mechanism and the liquid agitation is not enough to remoy Bubble roof

heat from the surface. Ag’ increases more than 25 kW#mp-
coming bubbles from the bottom destroy the lower side bounda
of the elongated bubble and generates a kind of active mixir
movement in the elongated bubble. Thereafter, gradual increase
the local coefficient is obtained. The intensity of the liquid agita
tion increases much and this regards as the major cause of
increase in heat transfer at higher heat fluxes larger than
kW/m?,

Through the heat flux regions clear boundaries in pool boilin, .., &
(see Fig. 3)were observed and those could be categorized pupbles
following four stages. These four stages are inferred from bo
experimental data and visual observation. The drawings in Fig. @ ®
represent not direct observations of the boiling process inside t
tube but observations from the end of the tube, and that the bubl
masses are flowing out of the tube at its top.

Intermediate

region o

Isolated
bubbles

Wild mixing

Stage 1. Small size bubbles move toward the upper region
and create an elongated bubble underneath the tube surface.
though this kind of elongated bubble was also observed on t
surface of a flat plate facing downwafé], the mechanism of
bubble growth is different from each other. Bubbles generated «
the surface of a flat plate coalesce with nearby bubbles as 1
density of nucleation increases. For the present case, coalesce Liquid
of bubbles as well as upcoming bubbles from the bottom and sid ¢ore
of the tube contribute to the growing of the elongated bubble. Th
stage is very important in heat transfer at heat fluxes less than 5
kW/m?. One of the major heat transfer mechanisms for the stagr. 3 Boiling mechanisms on the inside surface of a horizon-
is the micro layer evaporation underneath the elongated bubkdetube: (a) stage 1; (b) stage 2; (c) stage 3; and (d) stage 4

Bubble ¢ " - Active
columns bubbles

() (@
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Stage 3. As the value of the heat flux increases gradually\cknowledgment

bubbles generated at the tube bottom regions coalesce together, . 120415
and get bigger buoyancy. The bunch of coalesced bubbl “his work was supported by grant No. 2000-1-304-012-3 from

S . . .
breaches the boundary of the elongated bubble. A region of Wfl?&e EaSICth_asearch Program of the Korea Science and Engineer-
mixing between the bubble slug from the tube bottom and tHed Foun ation.
elongatgd bubblfe is qb.served abound the mid-regions of the tuRgymenclature
The region of wild mixing expands toward up and downward as
the heat flux increases. At this stage, a liquid core was generated Di = tube inside diameter
near the sidewall and swirling bubble columns around the liquid hp = boiling heat transfer coefficient

core were observed. This continues up to 60 kWit this stage | = supplied current
the major mechanism to increase heat transfer is regarded as the L = tube length
active liquid agitation. g” = heat flux

_ . Tsa = saturated water temperature
Stage 4. The shape of the elongated bubble is almost disap- T ' — tybe wall temperature

peared and no clear boundary is observed as the heat flux in- v/ — gypplied voltage

creases more than 60 kWnvery frequent outflow of bubbles 9 = azimuthal angle along the tube periphery
from the tube sides is observed. This is somewhat similar to the

heat transfer in the vertical tube annuli with closed botf@h References
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Three-Dimensional Conjugate Heat with protruding heat blocks, with the conductivity ratio fixed at

10. As expected, the vertical-oriented channel was found to have a

Transfer in a Horizontal better cooling effect than the horizontal-oriented channel. Ra-
i i i madhyani et al[5] investigated the interaction between two dis-
Channel With Discrete Heatmg crete heat sources mounted flush on the bottom wall of a channel.

The flow in the channel was assumed to be a fully developed
; ; laminar flow. They found that conductive heat transfer in the sub-
nghua Wang and Y.OgeSh Jaluria . . strate could be greater than the direct convective heat transfer, and
Department of Mechan'lcal ‘T’md Aerospace Engineering, the upstream heat source imposed a much stronger influence on
Rutgers, The State University of New Jersey, the downstream heat source than the latter on the former. Nigen

Piscataway, NJ 08854-8058 and Amon[6] investigated the self-sustained oscillatory flows in a
grooved channel, and the conjugate conduction/convection forma-
tion was found to show different thermal characteristics from the

gpiform heat flux representation.

(I]n most of the previous work, the three-dimensional convective
?ansport in a duct was analyzed as a nonconjugate problem, and
The bottom surface was assumed to be either isothermal or at a
(‘E‘r%iform heat flu{7—-10]. Nicolas et al[7] presented the stability

Three-dimensional conjugate heat transfer in a rectangular du
with two discrete flush-mounted heat sources has been stud{'
numerically in the context of cooling of electronic equipment
The Grashof number is fixed as®1@nd the working fluid is taken

as air. The effects of the spatial arrangement of heat sources, g,y sis of mixed convection flow in a horizontal duct, and the

thermal conductivity ratio of the bottom plate material to air, an ritical values for Reynolds and Rayleigh numbers, corresponding
the Reynolds numbers on the overall and local heat transfer in the jicorant flow patterns, were obtained. Lin and’his colleagues
; . . —10 investigated the thermal transport and flow patterns in a
convection transport are compared for different parametric co uct with the top and bottom kept at constant temperatures. Sev-
binations. Of particular interest are the transverse variation in th%ral different flow patterns were found, and the stability diaQram
flow, temperature and heat transfer,_ the interaction between tWaas presented. ’
heat .sources, and the effects of conjugate transport. In contrast, much less attention has been paid to the three-
[DOI: 10.1115/1.1773195 dimensional conjugate convection/conduction flow in a channel.
Lin et al.[11] conducted a combined experimental and numerical
'Sudy on the flow structure in a horizontal duct with thermally
conducting side walls, and uniform heat flux applied at the bot-
tom. The conduction into the side wall was found to influence the
. vortex structure significantly. Choi and Kifd2] investigated the
Introduction mixed convection flow in a duct with a horizontal thermally con-

Flow instability and heat transfer in three-dimensional mixeglucting board. The convective flow was divided into three re-
convection flow in a horizontal duct were investigated in an eagimes based on 5% deviation between regimes. Correlations for
lier study[1]. In the present work, conduction heat transfer in thée average Nusselt number and the maximum temperature were
bottom plate is also considered, since it can be important febtained. o )
three-dimensional flow in a duct with a moderate Reynolds num- The main objectives of the present research are the following.
ber and compact size. The heat generated in the heat sources iS#Hst, the effects of thermal properties of the bottom board and the
only dissipated directly into the ambient fluid by convection, buiPatial arrangement of the heat sources on the overall thermal
also lost to the substrate and then eventually convected into #fformance of the duct are studied. Much of the previous work
fluid. The interaction between the heat sources becomes mégae in this area has been with two-dimensional simulations. In
complicated. In the streamwise direction, the heat source athg three-dimensional case, greater heat is dissipated via the con-
downstream location has a stronger influence on the upstrediftion mode since the heat transport is spread out in the lateral
source than that in pure convection, because, although the dowlifection as well. Second, for a set of thermal properties, the spa-
stream heat source is in the wake of the upstream one, the lattefaéarrangement, particularly the transverse separation, of the heat
also affected by heat transfer due to conduction in the board. sources on the board is optimized to obtain the best overall heat

Nakayamg 2] reviewed the studies addressing the convectivéiansfer rate at given Reynolds and Grashof numbers. The results
conductive conjugate heat transfer in electronic systems, ap@tained could form the basis for the design and optimization of
pointed out that it was the dominant mode of heat transfer ie cooling arrangement for a typical electronic system.
compact systems, particularly in air-cooling systems. His revie . .
mainF;y cogcentratepd on theytwo-dimensignaﬁ heat transfer g’ﬁovernlng Equations
flow between plates with flush or protruding heat blocks, and a The system under consideration in the present study is a hori-
composite approach, consisting of both experiment and numerizahtal duct with discrete heat sources mounted flush on the bot-
analysis, was proposed for the three-dimensional complex flowtiom, as shown in Fig. 1. A uniform flug” is assumed to be
channels with a single protruding heat source. Many papers haligsipated by each heat source. Several heat sources are deployed
been published on conjugate heat transfer in two dimensiormal the bottom plate in the streamwise direction or in the spanwise
channels. Sugavanam et [8] studied the coupled forced convec-direction, and the leading edge of the upstream heat source is
tion and conduction in a channel with a strip flush-mounted hefsicated atL.=4.0. The heat sources are not necessarily aligned
source. They evaluated the effects of board conduction on thlng the center axis. Thus, different three-dimensional geometri-
overall heat transfer, and obtained correlations between the Ngat configurations are of interest. With the Boussinesq approxima-
selt number and the ratio of thermal conductivities. They alsins, the dimensionless governing equations for the fluid and
validated the superposition principle for the prediction of theolid regions can be expressed as follows:
board temperature distribution with multiple heat sources based_l_ . .
on the simulation for a single heat source. Kim ef4].simulated he Fluid Region.
two-dimensional conjugate mixed convection in a wide channel V.V=0 1)

duct are evaluated. The magnitudes of the conduction and

Keywords: Channel Flow, Conjugate, Heat Transfer, Mixed Co
vection
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Fig. 1 (a) Geometrical configuration for three-dimensional
flow in a duct with flush-mounted discrete heat sources; (b)
stream-wise arrangement of sources; (c) spanwise arrange-
ment of sources

8 Vo= -t v2g 3
ar 7T RePr ®)

The Solid Region.
V=0 4)
70 Nvo= v 5
g7 TV VO Repr ©)

Here,r, is the ratio of the thermal diffusivities, i.eag/a;, andg
is the unit vector in the direction of gravity.

Numerical Model and Code Validation

In an earlier papelrl], a finite volume method=VM), with an
approach similar to the SIMPLER algorithm, was developed to
solve the preceding partial differential equations. The diffusion
and the convective terms were discretized using the center differ-
ence scheméCD) and the second-order upwind sche(&OU),
respectively. However, the code has to be validated for conjugate
heat transfer. The code was used to simulate the three-dimensional
conjugate heat transfer in a duct with the outer surface of the
bottom wall insulated. The lateral aspect ratio of the duct was
taken as 10, in order to make the flow similar to the two-
dimensional channel flow described by Sugavanam ¢8&lThe
present calculations agree with those of Sugavanam et al. qualita-
tively, except that the predicted temperatures along the axis on the
solid-fluid interface are slightly lower than theirs. This is because
conduction in the spanwise direction is involved in the present
three-dimensional simulation. A grid dependence test was also
carried out to determine the appropriate grid. Three different grid
sizes were chosen to simulate the flow at=R€0 and Gr=1C’.

It's found that all solutions for the chosen dependent variables are
quite close for the different grid systems, and the maximum dif-
ference is within 5.0%, and thus the nonuniform grid system with
size of 131X31X%51, is chosen for the following calculations.

Results and Discussion

Multiple Streamwise-Deployed Heat Sources. As shown in
Fig. 1(b), two heat sources are deployed on the board in the
streamwise direction, and the entry portion lenigths taken as 4.
The normalized temperature and the local Nusselt number results
are presented as three-dimensional distributions in Fig. 2. The
second heat source has higher temperatures and lower Nusselt
numbers than the upstream heat source. The temperatures far
downstream are essentially uniform. The Nusselt number down-
stream of the second heat source takes the it form, and

The flow is initially assumed to be a three-dimensional devefegative values appear along the axis. The appearance of negative
oped flow in the fluid region with zero temperature everywhergusselt numbers in the wake implies that the substrate is heated

i.e.,

V=W=0, U=Ug,, 6=0, for r<0 (6)

by the fluid.
In order to study the interaction between the heat sources, the
approach described [B] is employed here. The average tempera-

Here, U e, is the velocity of a fully developed flow, and the dis-ture and the ratio of heat conduction to the total heat transfer are
tribution can be obtained using the following expression given yormalized by the corresponding values for the case of a single

Shah and Londof13],

m+1\/n+1 2Z m
Uger=| —— || =5~ (A= l2y=1]")| 1| -1

m Ar

heat source. The normalized variables are represented by an aster-
isk. Figure 3 presents the variation of the average temperature, the

normalized average temperature and the normalized ratio of heat

conduction to total heat transfer, with the spactgetween the

wherem andn are constants dependent on the lateral aspect rafitgat sources. In the top figure, the temperatures for both the heat
Wy/H, of the duct. No-slip conditions are applied at all solifources drop with an increase in spaciigbut asS becomes
surfaces. The side walls and the outer surface of the bottom pl&tEge, S=4, the temperature of the first heat source attains an
are taken as adiabatic, and the top plate is cooled and assume@Sgentially constant value. This means that the second heat source
be at a lower temperatuf®, the ambient temperature. Thereforedoes not affect the first heat source at larger spacings, which is an

the boundary conditions can be summarized as follows:

U—V—W—M—O Z=0,A 7
-V _ﬁ_ ’ =0,Ar ()
U=V=W= (90_0 Y=0 8
—v=w="0=0, Y= ®)
U=V=W=0=0, Y=1+H, )
U=Ugy, V=W=6=0, X=0 (10)

Jdu oV JIW 96
-0, x=L (11)

X 9X X X

expected behavior. More evident interaction between the heat
sources can be seen in the middle figure. First, the normalized
average temperature is not less than 1, which implies that the
presence of another heat source always increases the average tem-
perature except at very large spacings. Second, v@wed, the
second heat source has a significant effect on the first one. The
effect becomes weaker with an increase in the spaSinghird,

the first heat source has a pronounced effect on the second heat
source, even for large spacing=5. It is found that, even &

=5.0, the average temperature of the second heat source increases
by 15% due to the presence of the first heat source. In the bottom
figure, the normalized ratio of conduction heat transfer to the total
heat transfer from the first heat source is asymptotic to 1, since the
effect of the second heat source is weakened Bithcreasing.

Particular attention is directed at the solid-fluid interface whelHowever, the profile for the second heat source is fairly constant,
considering the energy equation. In order to maintain the cons&ad is at around 1.005. The normalized ratio is greater than unity,
tency of heat flux at the interface, the harmonic mean formulati@o that conduction heat transfer over the second heat source is

for thermal conductivities, described fii4], is employed.

Journal of Heat Transfer

slightly more important than that in the case of a single heat
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Fig. 2 The distributions of temperature (top figure) and the *0.0_993_
local Nusselt number (bottom figure ) on the fluid-solid inter- ~ [
face, in the case of two streamwise-deployed heat sources, O, sk
with Re=500, Gr= 10, r, =50, W,=1, and S=2 :
098}
3 —s—— HEAT1
0975 --—-&--- HEAT2
source. In other words, the convection heat transfer component i
decreases, since the total heat transfer rate remains constant. * — 1 +
The effect of thermal properties of the substrate material is S

further illustrated in Fig. 4. The higher the thermal conductivity

ratio, the lower the average temperature for both the heat sourdés, 3 The effect of axial spacing S between heat sources on

and more important the conductive heat transfer. It is noted tHAg average temperature (top figure), the normalized average

the difference between the average temperatures of the two HEgtPerature (middle figure ), and the normalized ratio of con-

source decreases Bgis increased. A high thermal conductivity in ductive heat transfer to total heat input _ (bottom figure) _ from the

A . eat sources, in the case of two streamwise-deployed sources,

the substrate makes the temperature distribution on the fde-soEu]a _ RPN _

. . . - or Re=500, Gr= 10°, and r,=50

interface more uniform. The ratio of conduction heat transfer rate

increases witlr,, and the values for the second heat source re-

main greater than those for the first heat source. Conduction plays

a more important role for the second heat source than for the fiffgtw is heated, as described|ih]. This secondary flow pumps the

heat source, except whan, is very small, say 0.1, for which hot fluid upwards to the cold top plate and, therefore, improves

conduction heat transfer is less than 1% of the total heat transfiee local heat transfer. Such vortices do not occur at higher Rey-

rate. nolds numbers, say at R&00. With an increase in the Reynolds
Figure 5 shows the variation of the average temperature and thember, the forced convection transport is enhanced, and more

ratio of convective heat transfer to total heat transfer over the héwgat is dissipated directly into the fluid, as shown in the bottom

sources with the Reynolds number. At large Reynolds numbefigure. Convection heat transfer from the upstream heat source is

convection is expected to prevail over conduction, and the averageater than that from the second heat source, which results from

temperature decreases. The difference between the average then-fact that the fluid temperature in the wake of the first heat

peratures of the two heat sources is almost the same excepsairce is higher than that in the entry portion of the duct. As seen

Re=100. The buoyancy effects become stronger as the Reyndhisthe temperature difference, the difference in convection heat

number decreases, and longitudinal vortices may occur after thansfer, between the two heat sources, does not change signifi-
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Fig. 4 The effect of conductivity ratio  r, on the average tem-
perature (top figure) and ratio of conduction to total heat trans-
fer of heat sources (bottom figure ), in the case of two
streamwise-deployed sources, at Re
HEAT1 and HEAT2 represent the first and the second heat
sources in the streamwise direction, respectively.

=500, Gr=10°%, and S=1.
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Fig. 6 Variation of the average temperature with the spatial
arrangement of the second heat source on the bottom, in the
case of two streamwise-deployed sources, for Gr =105, r,
=10, S=1, Re=100 (top figure), and Re=500 (bottom figure)

the first heat source. For large Reynolds numbers, there must exist
a trade-off location for the second heat source. At the axis of the

cantly with Re. This implies that the interaction between the tw@uct, the axial velocityu is at its maximum value, and a higher
heat sources does not change very much with the Reynolds nulocity results in higher heat transfer, but it is also in the wake of
ber in the forced convection region. In view of the bottom figurethe first heat source, which worsens the heat transfer. It can be
in Figs. 4 and 5, one may conclude that convective heat transfgen that the trade-off location at R&00 isE= 2.5. This optimal
from the first heat source is always greater than that from tiecation is dependent on the flow condition and the thermal con-
second heat source, while conductive heat transfer is less than ghagtivity of the substrate.

from the second heat source.

It is also of interest to find the effects of the spatial arrangem
of the heat sources. Figure 6 indicates how the location of t
second heat source affects the average temperatures of both
heat sources. First, the change of location for the second
source does not have a significant influence on the first h
source. Second, at lower Reynolds numbers, it may be wise to R
the second heat source in the center of the wake of the first h )
source, since it can benefit from the secondary flow induced

L I !
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Fig. 5 \Variations of the average temperature  (top figure) and
ratio of convection to total heat transfer (bottom figure ) over
heat sources, with Reynolds numbers, in the case of two
streamwise-deployed sources, at Gr =10° and r,=10. HEAT1
and HEAT? represent the first and the second heat sources in

the streamwise direction, respectively.
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Multiple Spanwise-Deployed Heat Sources. In the preced-

s a higher average temperature due to the wake of the first heat
ce. Now we consider the case in which the heat sources are
loyed in the spanwise direction, as sketched in Fig). The

Enwise width of the duct is kept unchanged, Wy,=4. As

e&%:alculations, it was found that the second heat source always

S
i
wn in Fig. 7, two heat sources are deployed symmetrically
ut the axis. The distributions of temperature and the local Nus-

%It number show the symmetry. Let us consider the differences
between the spanwise and the streamwise arrangements of the
heat sources. Two cases with the same spa@®gS,=1, be-
tween the heat sources, and the same thermal conductivity ratio
r,=10, and same Reynolds and Grashof numbers, are chosen for
the comparison. For the streamwise arrangement, the average tem-
peratures of the first and the second heat sources can be found in
Fig. 4, and they are 0.048 and 0.062, respectively. For the case
with the spanwise arrangement, the average temperatures of both
heat sources are 0.0514, which is much closer to the temperature
of the first heat source in the streamwise arrangement.

Figure 8 shows the variation of the average temperature and
convective heat transfer rate with the spanwise spacing. The mini-
mum temperature occurs &,=0.8. There are two competing
factors to determine the average temperature. One is the negative
effect from the neighboring heat source. The thermal boundary
layer develops in the spanwise direction as well. It is apparent that
the influence from neighboring heat sources weakens as the spac-
ing between them increases. The ratio of convective heat transfer
decreases from the very close arrangement @jtd 1.0, where it
hits the minimum value. Because the influence of the neighboring
heat source weakens, a higher conductive heat transfer is ob-
tained. However, when the heat source moves very close to the
side walls, conduction in the direction toward the side wall is
weakened, since the side walls are insulated, and convection heat
source is also decreased because of a lower axial velocity. This
can be seen very clearly in the bottom figure. The conduction in
the streamwise direction, including both upstream and down-
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stream directions, remains almost unchanged. However, conduc-
tion toward the axis in the spanwise direction increases very

quickly, and conduction toward the side wall drops when the heat

source is moved close to the side wall. But the decrease in con-
vection is not as much as the decrease in conduction. This is why
the ratio of convection to the total heat transfer increases when the
heat source is moved closer to the side wall.

Conclusions

Three dimensional conjugate heat transfer in a duct with dis-
crete flush-mounted heat sources has been investigated numeri-
cally. Interest lies in both streamwise and spanwise separation of
sources. When the heat sources are mounted in the streamwise
direction, the upstream heat source is found to affect the down-
stream heat source significantly, while the latter has a negligible
effect on the former when the spacing is large. The ratio of con-
vection to the total heat transfer from the upstream heat source is
larger than that from the downstream one, but the ratio of conduc-
tion to the total heat transfer is less than that from the downstream
heat source. The spanwise arrangement of heat sources may result
in a lower global average temperature for the two heat sources.
The possibility of optimizing the location for maximum heat
transfer is evident from these results.
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Nomenclature

Ar lateral aspect ratio, ArWy/H
E = distance to the side wall
Gr = Grashof number, Gt (gB8H?2q)/k;v?
H = duct height
Hp = thickness of the bottom plate
k = thermal conductivity

Fig. 7 The temperature distribution  (top figure) and the local L = dimensionless duct length scaled Hy
Nusselt number (bottom figure ) on the fluidsolid interface, in L. = dimensionless entry duct length scaledHdy
the case of two spanwise-deployed sources, for Re =500, Gr Nlj = Nusselt number

= 6 = = =
10, r,=10, W,=1, and S,=1 D — pressure

P = dimensionless pressure= p/puﬁ1
Pr = Prandtl number
g = heat transfer rate from heat sources
g” = heat flux from heat sources
r, = ratio of thermal conductivities, =k /ks
r, = ratio of thermal diffusivitiesy ,= ag/ ¢
Ra = Rayleigh number, RaGrPr
Re = Reynolds number, ReuH/v
S = streamwise spacing between sources
S, = spanwise spacing between sources
t = time
T = temperature
T, = the temperature of the inflow fluid
u, = average inflow velocity
U, V, W = dimensionless velocity components in they,
andz direction scaled by,
Ugey = Velocity of the fully developed flow
W, = width of the square heat source
Wy = width of the duct
X,Y,Z = Cartesian coordinates

Fig. 8 The average temperature and the ratio of direct convec-

tion to total heat transfer  (top figure), and the ratios of heat Greek Letters

transfer in each direction to total heat transfer (bottom figure ) . L

from the heat sources at different spanwise spacings S, , inthe a = thermal (_jlffuswlty . .

case of two spanwise-deployed sources, for Re =500, Gr= 10°, B = volumetric thermal expansion coefficient
W,=1, and r,=10. CD-UPS, DWS, WAL, and CNT represent ¢ = dimensionless temperaturé= (T—To)Hk¢/q
heat conduction in the directions to the upstream, to the down- v = kinematic viscosity

stream, to the side-wall, and to the axis, respectively. 7 = dimensionless timer=(tu,,/H)

646 / Vol. 126, AUGUST 2004 Transactions of the ASME

Downloaded 06 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



[7] Nicolas, X., Luijkx, J. M., and Platten, J. K., 2000, “Linear Stability of Mixed

Subscripts } : ¢ DI
. . Convection Flows in Horizontal Rectangular Channels of Finite Transversal
f = fluid properties Extension Heated From Below,” Int. J. Heat Mass Transt&, pp. 589—610.
s = solid properties [8] Yu, C. H., Chang, M. Y., Huang, C. C., and Lin, T. F., 1997, “Unsteady Vortex

Rolls Structures in a Mixed Convection Air Flow Through a Horizontal Plane
Channel: A Numerical Study,” Int. J. Heat Mass Trans##, pp. 505-518.
References [9] Chang, M. Y., Yu, C. H., and Lin, T. F., 1997, “Flow Visualization and Nu-

[1] Wang, Q., and Jaluria, Y., 2002, “Instability and Heat Transfer in Mixed Con- merical Simulation of Transverse and Mixed Vortex Roll Formation in Mixed
vection Flow in a Horizontal Duct With Discrete Heat Sources,” Numer. Heat ~ Convection of Air in a Horizontal Flat Duct,” Int. J. Heat Mass Trans#®,

Transfer,42, pp. 445—463. pp. 1907-1922.

[2] Nakayama, W., 1997, “Forced Convective/Conductive Conjugate Heat Trand-L0] Lir, J. T., Chang, M. Y., and Lin, T. F., 2001, “Vortex Flow Patterns Near
fer in Microelectronic Equipment,” Annu. Rev. Heat Transfér,pp. 1—45. Critical State for Onset of Convection in Air Flow Through a Bottom Heated

[3] Sugavanam, R., Ortega, A., and Choi, C. Y., 1995, “A Numerical Investigation _ Horizontal Flat Duct,” Int. J. Heat Mass Transfei, pp. 705-719.
of Conjugate Heat Transfer From a Flush Heat Source on a Conductive Boatd1] Lin, W. L., Ker, Y. T., and Lin, T. F., 1996, “Experimental Observation and
in Laminar Channel Flow,” Int. J. Heat Mass Transf88, pp. 2969—-2984. Conjugate Heat Transfer Analysis of Vortex Flow Development in Mixed Con-

[4] Kim, S. Y., Sung, H. J., and Hyun, J. M., 1992, “Mixed Convection From vection of Air in a Horizontal Rectangular Duct,” Int. J. Heat Mass Transfer,

Multiple-Layered Board With Cross-Streamwise Periodic Boundary Condi- 39, pp. 3667-3683.
tions,” Int. J. Heat Mass TransfeB85(11), pp. 2941-2952. [12] Choi, C. Y., and Kim, S. J., 1996, “Conjugate Mixed Convection in a Channel:

[5] Ramadhyani, S., Moffatt, D. F., and Incropera, F. P., 1985, “Conjugate Heat ~ Modified Five Percent Deviation Rule,” Int. J. Heat Mass Transgs, pp.

Transfer From Small Isothermal Heat Sources Embedded in a Large Sub- 1223-1234.
strate,” Int. J. Heat Mass Transfe&28(10), pp. 1945-1952. [13] Shah, R. K., and London, A. L., 1978aminar Flow Forced Convection in

[6] Nigen, J. S., and Amon, C. H., 1994, “Time-Dependent Conjugate Heat Trans-  Ducts, Academic Press, Inc., New York, NY.
fer Characteristics of Self-Sustained Oscillatory Flows in a Grooved Channel,[14] Patankar, S. V., 1980 umerical Heat Transfer and Fluid FloviHemisphere,

J. Fluids Eng. 116, pp. 449-507. Washington, DC.

Journal of Heat Transfer AUGUST 2004, Vol. 126 / 647

Downloaded 06 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Use of Wavelets for Analyzing 0, t<0,

. .. . H(t)= (3)

Transient Radiative Heat Transfer in 1, t>0.

an Inhomogeneous Medium When the collimated laser beam enters the medium, it is absorbed,
reemitted and scattered by the medium. This results in a radiative
transfer problem of diffuse intensities. The transfer equation for

Oguzhan Guven and Yildiz Bayazitoglu the diffuse intensity| 4, can be written as

e-mail: bayaz@rice.edu 14l Jalg g

Department of Mechanical Engineering and Materials c ot TV Bla=S Q)

Science, Rice University, 6100 South Main

Street, Houston, Texas 77005 with a source functior

S(ty,2.0)= «l o(y,2) + %J l4(ty,2,0)D(Q,0)d0
4

Transient radiative heat transfer in a two-dimensional inhomoge-

neous rectangular medium is considered. The medium is gray, +Sc. (5)
absorbing, emitting and strongly scattering, and bounded by cold, is the contribution of collimated intensity to the source function
black walls. Inhomogeneous zones of various sizes are placedg} is defined as

different locations within the medium. The incident radiant energy
due to a short laser pulse produces a highly transient and uniqu o
transmittance, which is investigated. The discrete wavelets meth (t,z,u)= 2 loe  P{H[t—(Z/c)]—H[t—t,— (Z/c) [} (. D).
is used to solve the corresponding equation of transient radiative (6)
transfer. The time dependent transmittance for various inhomoge- . .

neous areas and the significance of the size and location of tethiS work, the wavelet method is used to solve the transport

inhomogeneous zones are computé®Ol: 10.1115/1.1773193 €duation given in E¢4). The Daubechies’ wavelets are chosen as
the basis functions. These basis functions have only applicability

o ) _in [0,1]. However,u and ¢ have values from negative one to
Keywords: Heat Transfer, Laser, Radiation, Scattering, Transiegbsitive one. To overcome this limitation, we divide the angular
domain into four subdomains, and denote the diffuse intengity
with i, j, k, 1 in these subdomaif&]. Then we expand the inten-
Introduction sity into its wavelet basis in each subdomain:
This paper deals with transient radiative heat transfer in a two- -
. ! . L : i= amn(t,y,z)-W, ,
dimensional medium, containing an inhomogeneous zone of vary- ; En mn(Y,2) Winn(42,8)
ing size, location and optical parameters. Guo and KUrhhused

the discrete ordinates method to solve the radiation transfer equa- where Ospu<1l and 0<é<1 (72)
tion (RTE) in a similar case to the one considered in this work,
namely a laser beam impinging on one of the boundaries. They jzz 2 B n(t,Y,2) - Wi (12, €)
considered an inhomogeneous zone at the center of the host me- m n ' '
dium and examined the transmittance results. In the present work,
the discrete wavelet analygig] is applied, because of its capabil- where —1=u<0 and 0<¢<1 (o)
ity of modeling the localized variations in the intensity field. In
this paper first the discrete wavelet method is applied and then the k= E z Cn(t,Y,2) - Wi (2, &)
m n

transmittance results are presented.
where O=spu<1l and —1<¢<0 (7c)
Formulation

For two-dimensional Cartesian coordinates, the transient RTE
can be written as
1 4l where —1=su<0 and —1<¢<0 (7d)

al al
cate 1*MZW tuo+pBI=S (1) whereay,,, by, Cmn, anddy, , are wavelet expansion coeffi-
cients, andV,, , are the two dimensional wavelets. Substitution of

wherel =I(t,y,z,u,£) is the radiative intensity and the angularEgs. (7) into Eq. (4) and application of Galerkin’s method yield
parameters arg=cos6 and é=sin ¢. The system geometry for a the following set of hyperbolic partial differential equations:
rectangular enclosure containing an absorbing, emitting and
highly scattering host medium is sketched in Fig. 1. A collimatedt ?@m.n £ S A PBmn 98m,n
laser pulse impinges on the medium at the center of the bottom 4t e UL mm.nn" 7
wall. The radiative heat transfer problem is treated by separating
the intensity into its diffuséy and collimated , parts[3]. =S S Onra (8a)

The solution to the collimated portion of the problem is

I=§ ; Ann(t,Y,2) - Wo o ,€)

+Ban o

1 19bm,n 19bm,n IDm.n

lo(tz,) =1 ge P{H[— () - HIt-ty— (@O 16,1 @) ¢ ot + 2 2 {Amm’,nn’_ay B | BB
wherel, is the incident laser intensity;, is the duration of the B
laser pulse, and is the Kroneckers-function. H is Heaviside’s =S 0m 1 Onr 1 (8b)
unit step function 1 ¢ Jc 9c

m,n m,n m,n
E ot +2 E {_Amm’,nn’ 7 +Bmm’,nn’ 9z +ch’,n’
Contributed by the Heat Transfer Division for publication in tr@&NAL OF m.on y
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2003; revision received February 27, 2004. Associate Editor: S. T. Thynell. =S 5m',1' 5n’,1 (80)
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Fig. 1 Sketch of the two dimensional system
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wherem,m’, n,n"=1, ... N. Nindicates the level of the wave-
let expansion, and variablesay,,=ann(t,y,2), bmyn
:bm,n(tvylz)a Cm,n=Cnm, n(t Y, Z) and dmn m,n(t Y, Z) _are
wavelet expansion coefﬂuenb&mm,,nn/ andB,ny nn are defined
as

(8d)

1 1
Amm’,nn’ = J _Ofg_o(g\/l_ﬂz)wm,n(luvf)'Wm’,n’(:“v‘f)dfd:u
’ (9a)

1 1
Bmm’,nn’:f j /'L'Wm,n(/ifg)'Wm’,n'(/-lné)dgd/-’«
u=0J ¢=0
(9b)
The boundary conditions for E¢Ba) in its most general form are

(2]

Ay o (t,y=—H/2,2)

{sl |b<y——H/22>+—E E [Cmn(t,y=—HI2,2)

+dmn(t,y=—H/2,2) f men( §) ——=d dg}
y= )] M \/_g i

: 5m’,15n’,1 (10a)
am’,n’(tquz_O)_{gl Ih(y,z=0) +_2 2 [bn n(t y,z=0)

+dm,r‘l(tryrz:0)]

ffwmnﬂg)

S 18 1 (10b)

Similar expressions can be written for E@8b), (8c), and(8d).
The set of hyperbolic partial differential, given by E¢$0), can

52 d,ud&]
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Table 1 Shapes, dimensions and locations of the inhomoge-
neous zones

Dimensions Center
Sketch Label H, XL Coordinates
o (/H. z/L)
o A ImmX1mm 0,0.5)
I_—] B ImmX3mm (0,0.6)
== C ImmX5Smm ©,0.7)
[] D 1mmX6mm (0,0.65)
E 1mmX5mm (0.06,0.7)
D F ImmX5mm 0.1,0.7)
H G 1mmX5mm 0.2,0.7)

be solved by applying an upwind finite difference scheme, pro-
vided that proper initial conditions for the intensity are imple-
mented.

Special attention needs to be paid to the choice of the time step,
At, to assure the solution method is stable, physically realistic,
and that the numerical diffusion is minimal. The distance that light
travels in the time stegAt, should not exceed spatial mesh size,
i.e.,cAt<min(Ay,Az). To reduce the numerical diffusion, the time
step should be chosen in such a way that value of the Courant
number be close to one.

Results

In this section, the transient transmittance characteristics due to
a short laser pulse interacting with an inhomogeneous medium in
a square enclosure are investigated. The medium absorbs and scat-
ters the radiation. Emission from the medium, however, is negli-
gible compared to the intensity due to the laser béhoth the
laser beam itself and the intensity scattered gwalye optical and
geometrical parameters of the host medlum are as folldws:
=H=10mm, o=1 mm %, k=0.01 mm andns—14(F|g 1).
The ultra-short laser beam is incident on the bottom wall at the
position (y=0, z=0). The duration of the pulse ig=1 ps and
the width of the laser beam &, =0.1 mm (Fig. 1). Initially, the
intensity is zero; that is, no radiative transfer is present. Radiative
transfer within the medium is triggered by the laser pulse incident
on the medium at the bottom wall.

Various rectangular inhomogeneous zones with different di-
mensions are placed at different locations in the mediliable
1). The optical properties of the inhomogeneous zones are chosen
aso;=12mm?, k;=02mm!, andny=1.4. The refractive
indexes of the medium and inhomogeneous zone are chosen to be
the same; therefore the light beam does not change direction after
entering the inhomogeneous zone.

We group the inhomogeneties in Table 1 as follolisA, B, C,
andD are all located at the centerline of the enclosure but they
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Fig. 4 Comparison of the transmittance distributions of homo-

Fig. 2 Comparison of logarithmically varied temporal trans- geneous medium and inhomogeneous media C, E, F and G at
mittance results of the homogeneous medium (o=1 mm~™, time t=93 ps. Optical parameters of inhomogeneties are o
xk=0.01 mm™), (@) inhomogeneous media A, B, C, D and (b) =1 mm~, k;=0.01mm~%

inhomogeneous media C, E, F, G

. L " . diffuse (scattered)intensities. The heat flux is at its maximum
differ in size. (i) E, F, andG have the same size & however, yajye at the center of the top wall since the largest concentration
they are positioned away from the centerline. Temporal transm the scattering occurs along the centerline where the initial,

tance results at the center of the top wall for these two groups . .
compared with those of the homogeneous medium in Fig. 2. Afttépelllmated laser pulse travels. When an obstacle is placed at cen-

the laser pulse completely passes through the top (afir the terline, a significant reduction in this value must occur. As the size
sharp initial rise in the transmittance profilesach inhomogene- of the zone increases, the spatial transmittance profile flattens and
ity exhibits distinct profiles. For the first group of inhomogeneties} dip is created. Placing the inhomogeneous zone at different lo-
it is apparent from Fig. @) that as the size of the inhomogeneousations within the medium also greatly alters the spatial transmit-
zones increases, the magnitude of the radiative heat fluxes leaviagce profile(Fig. 4). As the inhomogeneity moves to the right
the top wall decreases, but the temporal profiles remain similghhomogenetie€, F, G), spatial transmittance profiles slant to
However, for the second group, the profile is less affected as left and the minimal point of the profiles shift to the right.

inhomogeneity is placed farther away from the centerline. Fro . : S . . e
these results, it is evident that a size change has a pronoun@b&se minimal points coincide with the centerlines of the inho

effect on the transmittance values. Overall, a size change sizd/Je9€neties. Itis also noteworthy that the path of laser does not go

more distinguishable than that of a location change of the inhlfough any of the off-centered inhomogenetiés F, andC).

mogeneity, in terms of the temporal transmittance results at tfénce the inhomogeneties considered here have higher scattering

top wall. coefficients, they create a blocking effect by scattering of photons.
The same observations are more apparent from the spa#ialan inhomogeneity moves away from the laser beam, the block-

transmittance distribution on the top wakigs. 3 and 4). These ing effect is reduced.

results are shown for time=93 ps, which means that the colli-

mated portion of the laser pulse has already passed through thiecussions and Conclusions

top wall and the profiles seen in the figures are solely due to . . _ - .
P P 9 y Formulation of the transient radiative transfer within a highly

scattering medium with a laser beam impinging on one of the

) ] boundaries is given in the first section. To verify the accuracy of
x10° the method, the reflectance results for a homogeneous medium
' ’ ‘ ' ' ' ' ' with the system parameters=H=10mm, ¢=0.997 mm?1,
Homogeneous b x=0.003 mm %, ng=1.33,t,=10ps, andd.=1 mm are com-
pared with those calculated by the Monte Carlo metpld The
reflectance values at the center of the bottom wall display less
than 1% deviation up to 10 ps. The difference in the results in-
creases to 5% in the time interval 10 ps—40 ps, and again reduces
to less than 1% after 40 ps. The heat balance within the same
system is also calculated as a means of verifying the accuracy of
the method. The heat gain to the system is only due to the incident
laser beam. The heat losses from the medium consist of the heat
losses through the boundaries and the absorbed energy by the
medium(assuming that the absorbed energy is not reemitted to the
medium). However, the contribution of the absorption to the heat
loss is very small(k=0.003 mm') compared to the scattered
85 o4 o3 w2 o1 0 o1 o0z o8 o4 95 intensity (0=0.997 mm%) and can be neglected. The heat bal-
ance as the ratio of the heat loss over the heat gain is calculated as
to be 0.998 after 200 ps.

Inhomogeneity A

=93ps

Transmittance at

viH

Fig. 3 Comparison of transmittance distributions over the top _ The method is applied to a system with various inhomogene-

wall at time t=93 ps for inhomogeneties with different sizes ties. The geometry and the locations of the inhomogeneties are
(A,B,C,D). Optical parameters of inhomogeneties are o, altered, and temporal and spatial transmittance results at the top
=1mm™%, k;=0.01mm~1 wall are plotted in Figs. 2—4. These results are compared both
650 / Vol. 126, AUGUST 2004 Transactions of the ASME
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with those of the homogeneous medium and with each other. Asit & = emissivity of surface
can be seen from the figures, valuable information about the lo- ¢ = azimuthal angle
cations, shapes and optical properties of the inhomogeneous zones « = absorption coefficient

can be obtained from the transmittance profiles.

u, € = angular parameters

The current work shows that the wavelet method is applicable 6 = polar angle
to transient radiation problems with inhomogeneous medium and p = reflectivity of surface
produces fairly accurate results. The prospects of increasing its o = scattering coefficient

accuracy and stability should be investigated by reformulating it
using different wavelet basis and higher-order numerical differ-

ence schemes in the spatial domain.

Nomenclature

8m,n, bm,nv
Cmn. dmn = wavelet expansion coefficients
c = speed of light
H(t) = Heaviside’s unit function
H = width of two-dimensional enclosure
H,; = width of inhomogeneous zone
| = radiative intensity
o = intensity of laser
L = height of two-dimensional enclosure
ng = refractive index
S = source function
t = time
W = wavelet functions
X, Y, z = Cartesian coordinates

Greek Symbols

B = extinction coefficient
6 = Kronecker’sé function

Journal of Heat Transfer

T = optical thickness

o = single scattering albedo
& = scattering phase function
Q) = solid angle

Subscripts
1 = inhomogeneity
¢ = collimated
d = diffuse

Superscripts

!

= incoming directions
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The Thermal Constriction Resistance 2 Problem Formulation

for an Eccentric SpOt on a We consider a laterally insulated semi-infinite cylinder, with
. thermal conductivityk, radiusb, and zero reference temperature
Circular Heat Flux Tube (Fig. 1). The facez=0, is subjected to a uniform circular heat

sourceq, with radiusa, for which the axes is at a distanegfrom
the center of cylinder. The remainer of this face is insulted. The

A. Bairi heat conduction into the cylinder is three-dimensional, except
e-mail: abairi@u-paris10.fr for the case whene=0 (for which the problem becomes
axisymmetric).
N. Laraqi The governing equations of steady thermal regime can be writ-
ten as follows:
Department of Heat Transfer,
University of Paris 10, LEEE, EA. 387, Equation of Heat.
1, Chemin Desvalliees, 92410 Ville d’Avray, V2T(r,6,2)=0 1)
France y _ o
Symmetry Conditions With Respect to #-Direction.
aT
An analytical solution is proposed to calculate the thermal con- 90 =0 )
striction resistance for an eccentric circular spot with uniform flux roz
on a semi-infinite circular heat flux tube. This solution is devel- JT
oped using the finite cosine Fourier transform and the finite Han- -5 =0 3)
. a0
kel transform. It allows to calculate the stationary three- rmz

dimensional temperature distribution and the thermal constriction Boundary Conditions With Respect tor-Direction.
resistance. The results of proposed solution are in agreement with

available theoretical and experimental studies. We show that the (Mo, is finite 4)
thermal constriction resistance for an eccentric contact is greater

than the one of a centered contact (few tens percent), which is (i) =0 (5)
consistent with recent studies on random contacts. A simple cor- ar b6,z

relation is also proposed to calculate the thermal constriction N ) o
resistance as a function of the eccentricity and the relative contactBoundary Conditions With Respect toz-Direction.
size. [DOI: 10.1115/1.1778189

(aT) g (at contact .

_ _ Moz o O (elsewherg ©)

Keywords: Conduction, Contact Resistance, Interface, Rough-

ness, Tribology Tr9z.-=0 (7
3 The Solution

1 Introduction 3.1 Temperature Distribution. Taking into account of the

Thermal constriction is an important phenomenon which occu
at the interface of two solids due to surface defedkstness,
roughness of first, second orde . ). This phenomenon is mod- ~ g
eled by a thermal constriction resistarRg which is an intrinsic T= ;f Tcogme)de ®
parameter. Several analytical solutions have been developed in the 0
literature in order to calculat®. according to contact shape and Then, Eqs(1) to (7) become
boundary conditionge.g., Bardonj1], Cooper et al.2], Yovanov-

%mmetry with respect t@-direction, we first apply the cosine
urier transform to Eqg1) to (7) as

ich [3], Beck[4], Degiovanni et al[5], Tio and Sadhd]6]). T 1o aT —

The models proposed in the literature are generally based on E+ Toar\Tgr)—M T=0 ©)
idealized contact areas, where the asperities are assumed identical
and regularly distributed over the contact plane. In practice, the (?)OZ is finite (10)
real contact areas are different, and their distribution is random. -
Experimental studies based on the use of the electric analogy has aT
been performed by Bardofl] and Coopef7] to examine the o ) =0 (11)

,Z

effect of the eccentricity of a unique contact on the evolution of

the thermal constriction resistance. The authors have shown that OT 9 (at contact

the constriction resistance increases with the increase of the ec- - (—) {

centricity. Theoretical studies have also carried out the analysis of 0

the effect of random contacts on the evolution of thermal contact ~

resistancg8,9]. Trz.2=0 (13)
In this paper, an analytical solution for an eccentric spot on the As a second step, we apply to E¢8) to (13) the finite Hankel

surface of a semi-infinite circular heat flux tube is presented. Th@nsform with respect to-direction as

cosine Fourier and finite Hankel transforms are used to solve the

heat conduction equation for this configuration. The details of .|=.:Jb

calculation, comparison with available experiments and a simple 0

correlation are presented and discussed.

dgz) , |0 (elsewherg (12)

rTI(Bar)dr (14)

whereJ,, is the Bessel function of first kind of orden, andg,,
Contributed by the Heat Transfer Division for publication in th®URNAL OF are the roots of the following transcendental equation

HEAT TRANSFER Manuscript received by the Heat Transfer Division October 24, , _
2003; revision received May 14, 2004. Associate Editor: B. Farouk. Jm(IBnb) =0 (15)
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Fig. 1 An eccentric spot on circular heat flux tube

Then, Eqgs(9) to (13) become

d? ~
0z
——B2T=0 16
02 Bn (16)
k of =q 17
—Kaz) =4 (17)
z=0
T,..=0 (18)
The solution of the transformed temperatm:rean be written as
= a exp( - :an)
T 19
kG, (19)

Only the case wherk& 0) in the term in cos(#) has non zero
integral. Then, Eq(23) becomes

4=09Jn(Bre) J OP‘]O(:Bnp)dP (25)
p=
Let
&: a‘]l(ﬁna)ﬁ‘]m(ﬁne) (26)

To determine the temperature, we apply the inverse transforms as

. o 23 .
oS PadB)

(27)
=0 [(Byb)?—m?]IZ(Byb)
for the finite Hankel transform, and
B - ~[en=1:m=0
T—mZZO emcosMAT| M50 (28)

for the finite cosine Fourier transform.
The temperaturd, can be written as follows:

12203 ] 50 Jo(Ban) Iu(Brd)dol Bre)e Pt

k | & (Bab)?I3(Bab)
o In(BanIi(Brd) In( Bre)cog mh) e Fo
2
* m2:1 nzl [(,Bnb)zfmz]sz(ﬁnb)

(29)

3.2 Thermal Constriction Resistance. The thermal con-
striction resistance due to a spot is defined as

AT, T.—T,

qma?

- (30)

whereT. and T, are the average temperatures of the real contact
area and the apparent contact area respectively. HigreQ (be-

In order to determing we apply the above integral transformscauseT,_...=0). The expression of is obtained by integration

(8) and(14) to the eccentric contact region as

6=qffcos{m0)r\]m(ﬂnr)drd0 (20)

(Ac)

whereA. is the contact area, witA.= 7a®. The double integral
(20) is difficult to solve because the limits of integration with
respect tor-direction andé-direction are dependent. In order to

of Eq. (29) over the spot area as follows:

40b [ — J3(Bn2)I3(Bne)
Te=—r _
7K | 321 (B4b)333(Bab)

% %

J3(Bra)I5(Bre) ]
+2 31
mE:l A=1 (Bab)[(Bnb)2—m?133(B.b) 51

perform these integrations we apply a coordinates transformation.Then, the thermal constriction resistance can be written as

For that, we consider the scheme of Fig. 1 and the triangiéRD
for which we can write the relationship

r’=e?+ p?—2ep coq ¢) (21)

The termsJ(B,r)cos(n?) in Eq. (20) can be expressed in the

referential(p,#) by using the following relationshiff10], p. 363

Jm(ﬁnr)COS(ITI§)=k;oc J(Bnp) I+ m( Bre)cogke)  (22)

The double integration in this referential is easy to calculate a

allows to writeq in the following form:

2 a
f 000$(k¢)d¢f OPJk(ﬁnP)Jk+m(ﬂnE)dP
= p=

(23)
27 (k=0)

0 (k#0) (24)

2
j cos{k¢)d¢={
¢=0

Journal of Heat Transfer

4b [ < J(Ba)I3(Bre)
R.=
m?ka? | A=1 (B,0)3I3(Bab)

” EmJ%(IBna)Ja( ,Bne)
+2
mEzl 21 (Bab)[(Bnb)2—m?135(Byb)

4 Results and Discussion

4.1 The Particular Case(e=0). To validate this model,
We consider the particular case of a unique circular contact, with
radiusa, centered on a circular flux tuhd—6], with radiusb, and
receiving a uniform heat flug.. For this configuration, we have
(e=0) andJ(B,e)=0 in Eg. (32) except the particular value
(m=0) for which Jy(B,e)=1. Using the dimensionless expres-
sion of the thermal constriction resistanaes R kA, (with A.
=a?) we deducey as follows:

4bh ” ‘]i(ﬁna)
= =0)=
o= h(e=0) \/;angl (,Bnb)s‘]g(ﬁnb)

] (32)

(33)
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Table 1 Number of terms for the convergence of series in Eq. 17 T

(32) .
ab =09 Exact sc>.1ut10n (32)
e 002 005 01 03 05 07 09 16 [ Correlation (35) 7
05
single summation 200 180 100 50 40 30 20 I [ J 03|
double summation 2000 1600 600 200 100 80 50 1.5 / / / -“02
]] 0.1
S 14 j /0.0
This expression is consistent with that predicted by the author§ 13 ;

4.2 Comparison With Available Experimental Results 12 / 4
The second validation of the proposed solution is about the com: / / / // // /
parison with experimental work4,7]. The authors have studied ]

e

1.1

the evolution of the constriction resistance by electrical analogy a4 :«;‘/‘/:’///
for a unique contact with circular shageadiusa) on a circular e ]

flux tube (radiusb) varying the ecentricite and the relative con-
tact sizes =a/b. To perform the calculation dR. from Eq.(32)
the upper limits of series summation are adjusted as a function o e/b

¢ value(see Table 1). Figure 2 shows a comparison between tpﬁ 3 Comparison between the exact solution (32) and corre-
present model and Barddid] and Coopel7] experiments, for |4on (35)

several values of. The results are in agreement. They show that
the constriction resistance increases with the increase in the ec-
centricity of the spot and that this effect is more pronouced whenT
thee value is high. The increase of the constriction resistance Wi\t,[;h
the increase of the eccentricity is very small for the small eccepy,
tricity (lower to 10 percent untie/b~70 percentjand becomes
important beyond this threshold. This phenomenon is due to t

of reference$3-6|. ' / / / / / / /

0 0.2 04 0.6 08 1

he constriction resistance varies betwegp= (e* =0),

ich is the minimum value of, and ¢,., Which is the maxi-
m value ofy. We propose the following dimensionless corre-
H;léion to calculatef as a function ot ande:

edge effect that becomes more pronounced when the spot ap- 00528 L6 g |088
proaches the contour of flux tube. Otherwise, the maximum rela- ¥* = 7~ =1+[1.5816a/b)"™"-1]| i —| | g —¢
tive difference between an eccentred and a centred contact varies 0 (35)

from 35 percent to 58 percent wherwaries from 0.05 to 0.9. This o _ . )
result is consistent with recent works for random contggfg].  Wheredy is given by the following correlatiofil1]:

, o= 0.47890-0.62076a/b)+0.114412a/b)3+0.01924a/b)°
5 Proposed Correlation

7

The use of solutior{32) requires the determination of roots of +0.0077¢a/b) (36)
the transcendental equati@h5) and the convergence of double Figure 3 compares the evolutions ¢f s, between the exact
series. In order to facilitate the calculation of the thermal constriselution(32) and the proposed correlati¢®5) as a function of the
tion resistance due to an eccentric spot, we propose a simple afimensionless eccentricitg* for several values of the relative
relation. To perform this correlation we first establish a correlatiogontact sizes. The range ot is between 0.05 and 0.9. For the all
given the maximum value of constriction resistance, denotefbtted points, the relative difference is betweef percent and 4
max» Which corresponds to the maximum eccentricity, ief,,, percent.
=1-—¢, as a function ot and . This correlation can be written
as 6 Conclusions

Ymax= W(€),5) = 1.5816495%8), (34) In this paper, an exact analytical solution was developed in
) order to calculate the thermal constriction resistaRgefor an
with an accuracy greater than 98.98% fopetween 0.05 and 0.9. eccentric contact on a circular heat flux tube. The evolutioRof
is given as a function of two paramete(®: the relative contact
size ¢ and (i) the eccentricity of spote. It is shown thatR.

1.45 increases with the increase in the eccentricity and this effect is
14 ab [, more pronounced when thevalue is high. The relative difference
/, is between 35 percerifor £=0.05) and 58 percentfor £=0.9).
1.35 : %11222 / /A/j/ These values are consitents with that obtained for random con-
13 + 0.0894 A / | tacts. The theoretical results are in agreement with available ex-
s a 00632 \/ / /A] perimental studies. Taking into account the difficulty to determine
% 125 4-0.0447 the eigenvalues of the transcendental equation and to ensure the
g " 0.0380 W* // f convergence of series we have performed a simple correlation,
€ 12 0.0263 A
g . N /:// which is accurate for a large range ovalues.
1.15 -H — Analytical solution
A& Bardon /] //ﬂ Nomenclature
1.1 1 & Cooper y ; 4 )
105 |//:/‘ 2 a = radius of contact
A = area
1 4 b = radius of heat flux tube
0 0.2 0.4 06 0.8 1 e = eccentricity of contact
ob k = thermal conductivity
g = heat flux density
Fig. 2 Comparison between the proposed model and Bardon r, 6,z = polar coordinates
[1] and Cooper [7] experiments . = thermal constriction resistance
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T = temperature [3] Yovanovich, M. M., 1976, “General Expression for Circular Constriction Re-
sistances for Arbitrary Flux Distribution,” AIAA 13th Aerospace Sciences

Greek Symbols Meeting, Pasadena, California, pp. 381—396.
. . [4] Beck, J. V., 1979, “Effects of Multiple Sources in the Contact Conductance
& = relative contact size=a/b Theory,” ASME J. Heat Transfel01, pp. 132—136.
¢ = dimensionless constriction resis‘[aneeRCk\/qq-a2 [5] Degiovanni, A., and Moyne, C., 1989, “Thermal Contact Resistance in Steady
. Regime. Influence of Contact Shapditi French), Revue Gerale de Ther-
Subscript mique Fr.,334, pp. 557-563.
_ s _ [6] Tio, K. K., and Sadhal, S. S., 1992, “Thermal Constriction Resistance: Effects
0 = for zero eccentncny é_ O) of Boundary Conditions and Contact Geometries,” Int. J. Heat Mass Transfer,
a = apparent contact 35(6), pp. 1533-1544.
¢ = real contact or constriction [7] Cooper, M. G., 1969, “A Note on Electrolytic Analogue Experiments for Ther-

mal Contact Resistance,” Int. J. Heat Mass Transi@r, pp. 1715-1718.

max = maximum -1 g
[8] Das, A. K., and Sadhal, S. S., 1999, “Thermal Constriction Resistance Be-

Superscript tween Two Solids for Random Distribution of Contacts,” Heat Mass Transfer,
. . . 35, pp. 101-111.
* ..

= dimensionless quantity [9] Laragji, N., and Bai, A., 2002, “Theory of Thermal Resistance at the Interface

of Solids With Randomly Sized and Located Contacts,” Int. J. Heat Mass
Transfer,45(20), pp. 4175-4180.
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[2] Cooper, M. G., Mikic, B. B., and Yovanovich, M. M., 1969, “Thermal Contact sionalization of Constriction Resistance for Semi-Infinite Heat Flux Tubes,”
Conductance,” Int. J. Heat Mass Transf&¥, pp. 205-214. ASME J. Heat Transfer]11, pp. 804—807.
Journal of Heat Transfer AUGUST 2004, Vol. 126 / 655

Downloaded 06 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Entropy Generation Minimization of [7,8]. He presented the optimum cross-section shape for laminar

flow and constant heat flux while comparing ducts of the same
Fully Developed Internal Flow cross-sectional area and len§®. He determined that the circular
; cross-section was superior and the equilateral triangular and rect-
With Constant Heat Flux angular cross-sections were inferior.

Nag and Mukherje¢10] investigated the tradeoff losses within
Eric B. Ratts a heat exchanger’s fluid passage minimizing entropy generation
Uni .'t f Michi Dearb Dept. Mechanical rate for fixed wall temperature and mass flow rate. They obtained

nl\{erSI y ot Michigan, Dearborn, Dept. Mechanica the optimal wall-fluid temperature difference and the optimal ratio
Engineering, 4901 Evergreen Road, Dearborn, MI 48128 fiim coefficient to pumping power. Sahja1] also investigated

1491 the entropy generation at fixed wall temperature. He presented
particularly the effect of temperature-dependent viscosity on en-
Atul G. Raut tropy generation and pumping power.

. . L : The rationale for this study is to complement the work by oth-
University of Michigan, Dearborn, Dept. Mechanical ers in regards to convective flow through a tube. This paper is

Engineering, 4901 Evergreen Road, Dearborn, Ml 48128sitterent by considering a different boundary condition, uniform

1491 and constant heat flux without fixing the duct geometry. This pa-
per describes the optimal passage geomg@nyss-section shape,
tube length, and tube hydraulic diametdor fully-developed

minar and turbulent flows with fixed total heat transfer rate,

d mass flow rate, and uniform and constant heat flux. Also the
per presents the solution’s dependence on the heat transfer and
ction factor correlations.

This paper uses the entropy generation minimization (EGNE
method to optimize a single-phase, convective, fully develop
flow with uniform and constant heat flux. For fixed mass flow ra
and fixed total heat transfer rate, and the assumption of unifor
and constant heat flux, an optimal Reynolds number for laminar
and turbulent flow is obtained. The study also compares optimilodel Development

Reynolds number and minimum entropy generation for CroSSFkigure 1 is a description of single-phase, steady, and fully de-
sections: square, equilateral triangle, and rectangle with aspeggjoped flow through a tube subjected to heat transfer as well as
ratios of two and eight. The rectangle with aspect ratio of eighfa|| shear forces. A small differential section of the flow is shown,
had the smallest optimal Reynolds number, the smallest entrqiere its properties change acrassdue to the interactions. Be-

generation number, and the smallest flow lengthan 6] developed the entropy generation equation per unit length
[DOI: 10.1115/1.1777585 of tube.

. qQ"AT,—T mf
_ S,en:q ATw=T) N )
Introduction J T2 2pTDLA?

This paper presents the thermodynamic optimum for fully d‘%\'/hereq”, 2, T, T, M, 1, p, Dy, andA, are the heat flux, tube

veloped internal_ convective flow, i.e., ﬂOW th_rough_a tube W_m%erimeter, wall temperature, bulk fluid temperature, mass flow
constant and uniform heat flux. The optimum is obtained by minjze *parcy friction factor, fluid density, hydraulic diameter, and
mizing the sum of viscous momentum transfer losses and heafcs_sectional area respectively.

transfer losses. The viscous momentum transfer losses are due ig,ts and Atu[12] integrated the equation over the tube length
fluid friction between the wall and the fluid and within the fluid,_ They assumed that fluid properties were constant. Their result
Heat transfer losses are due to heat transfer across finite tempg\fgé '

ture differences between the wall and the fluid. The losses must be

quantified in equal units in order to compare them and to mini- . (q")27D L sm3fL

mize the sum of losses. One method of comparing losses is based Sger= NUKT.T 2 3 2 2

on the second law of thermodynamics, entropy generation mini- 1tz p Tadn?

mization (EGM). where Nu is the Nusselt numbéxis the thermal conductivityT ;
Bejan[1-6] presents analyses of a tube flow using EGM. Hand T, are the inlet and outlet fluid temperatures, and

has found thermodynamic optimums of the ratio of film coeffi-

cient to pumping power and the dimensionless temperature differ- _ (T1—Tp) 3)

ence with constant mass flow rate and heat transfer rate per unit AETN(T,/Ty)
length. Note constant heat transfer rate per unit length is differ
from uniform and constant heat flux. Refereb¢presents lami-
nar and turbulent flow through a tube with circular cross-sectio
Entropy generation rate per unit length was minimized at a fix
heat transfer rate per unit length and mass flow rate, and

optimal Reynolds numbe(optimal tube diametgrwas obtained.

For laminar flow, the optimal Reynolds number is zero. For tur-

Girr]ﬁegration was based on the boundary condition of uniform and
fonstant heat flux. The first term on the right hand side of(Ep.
y the entropy generation rate due to heat transfer dissipation and
second term is the entropy generation rate due to viscous
dissipation.
The entropy generation rate in it its final form is

bulent flow, the optimal Reynolds number is a function of Prandtl 1

number and duty parameter. The duty parameter is a function of Ng=Ngar| 1+ ERJ"/*“ P (4)

fluid properties, heat transfer rate per unit length, and mass flow

rate. where the variables are: the entropy generation number
Sahin[7-9] investigated laminar and turbulent flow through a .

tube with uniform and constant heat flux. He investigated the Ne= Sgen )

effect of temperature-dependent viscosity on the entropy genera-
tion rate as well as the ratio of pumping power to heat transf&r

Q/Tave
e entropy generation due to heat transfer dissipation
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g q'/T. There is an optimal Reynolds number that minimizes the en-
¢ tropy generation. The minimum is found by taking the derivative

B of Eq. (4) with respect to Reynolds number, setting the derivative
h S0 % htdn equal to zero, and solving for the Reynolds number. The optimal
s =i | —iPsids A, Reynolds number is
i P Ty i 3 3 P a+1 U7=y+a)
I —~ g R ol 55 (2
dx

Note the optimal Reynolds number scales inversely to the shape
ratio, the heat transfer correlation coefficient, and the friction fac-
tor correlation coefficient. Substituting the optimal Reynolds num-
ber into Eq.(4) results in the minimum entropy generation num-

Fig. 1 Fully developed internal flow

ber.
the mean fluid temperature 4 [ g'm H (a+1)]
Ng min=—= + Re (T VPre (13
Tsz S,min Xch /«LkTm (6— '}’) eopt ( )
Tm= Tave (" The ratio of Eq.(4) to Eq.(11) is
the ratio of cross-section perimeter to hydraulic diamétecon- Nsg _( 6—y Re )<““)+ a+1l Re )67
rsetl%gt) for a given cross-section shape and referred to as the shagqs’min 7—y+al|Rey 7—y+a/|Rey
7 Note that this equation is independent of the Prandtl exponent,
X= D_h (8)  and therefore the solution is the same for heating and cooling.
and
(4)" s Circular Cross-Section Tubes
m
=== 25’) 9) The model was applied to a circular cross-section tube. For
BX"ChCr [ uVkTy, laminar flow, the heat transfer and friction factor correlations are

The second term in brackets in @) is the design criteria and is 91Ven in Table 1. The constants for EGL0) are C,=4.36 and
referred to as the duty paramef&i. The constant€;,, C,, and @=#B=0. The constants for E¢11) areC;=64 andy=1. Substi-

exponentsy, B, and y are from the Nusselt correlation tuting the constants into Eq12) provides the o_ptimal Reynolds
number as a function of the duty parameter. Figure 2 presents Eq.
Nu=C, Re* P/ (10)  (12)for laminar flow. As the duty parameter increases, the optimal
and the friction factor correlation Reynolds nt_meer increases. Substlt_utlng the constants into Eg.
(14) results in the entropy number ratio as a function of the Rey-
f=C;Re” (11) nolds number ratio. Figure 3 presents Et4) for laminar flow.

Table 1 Different Cross Section Tubes

¥ . s Hydraulic
Cross section Diagram Perimeter Area Diameter Nu' fRe'
2
Circular m ’% a 436 64
Square a 4a a? a 3.61 57
a
R ) a}' —1 2a(1+1’-) a;(g) a2a bla=2: 4.12 bla=2: 62
congle | ¥ l<—b—+| ¢ a (;H) bla=8: 649 | bla=8: 82
» a a
Exuilater 3a REE ¥, 3.01 53
Triangle 3
a
fCengel [13]
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10° L A B B L 12 T T T 12
Laminar / E : O Renpl/Reochimle ; Lopa/Lopt,circlc * ]
= — — Turbulent: Pr=1 P 1 1o f BN N » 410
S . Pr= 2 [ bla=2 ]
I~ Turbulent: Pr= 10 P £ |f
3 K g 4
5 o0t -~ 3 %t os | bia=2 q 08
- .. - a= 8
5 /‘,/-' 2 | EI | !;Z
Z. - S
g JE 06 q06 %
g -
2 4 B S b/a =8 i
E E & 3 1
E 04 F C—— bha=8 04
0.2 [ n n PR | " n 1 1 n 1 1 n 2 n ] 02
102 ol g s FETP RN PRI EERTITT EERTOT EW TN BERTTT EETT 02 04 06 08 10 12
107 10° 10" 10" 10" 10" Re Re ;L /A ;N /N
opt " opt,circle opt optcircle * © Symin  Smincircle

2 3.5 0.5-
q"pm’/[p (kT )™] ) . . .
" Fig. 4 Optimal solutions for laminar flow

Fig. 2 Optimal Reynolds number for circular cross-section

number for the noncircular cross-sections with respect to the op-

For an incremental change in the Reynolds number from the qp- al Reynolds number for the circular cross-section is

timal condition, more entropy is generated in the direction of vis-

cous dissipation than heat transfer dissipation. Re, (X*CrCo)apae| 7T
For turbulent flow, the Dittus-Boelter equati¢f4] constants R L 7 (15)
for EqQ. (10) are C,=0.023, @=4/5, 5=0.4 (heating)and 0.3 Copteircie | (X"ChCt)

(cooling). The constant§14] for Eq. (11) are C4=0.316 and The minimum entropy generation for the noncircular cross-section
y=1/4 for R§<2x10f, and C;=0.184 andy=1/5 for 2X10" wjth respect to the minimum entropy generation for the circular
<Regy<3X1(P. Substituting the constants into E@{.2) provides cross-section is

the optimal Reynolds number for turbulent flow and is presented

in Fig. 2 (dashed lines). The optimum is plotted for two Prandtl Nsmin  (XCh)circle
numbers. As the Prandtl number increases, the optimal Reynolds Nsmincide  (XCh)
number decreases. Equatiti) for turbulent flow is plotted in

Fig. 3. Note that the turbulent solution is more symmetric arou . .

the optimum in comparison to the laminar solution. With an in-© the optimal Reynolds number, the shape order from highest to

cremental change in Reynolds number from the optimal conditioffWest is the circle, square0 percent), rectanglen(a=2) (80

the increase in heat transfer loss is closer in value to the incre®§Ce€nD. triangle78 percent), and rectanglé/@=8) (41 per-

in viscous loss. Both the heat dissipation and viscous dissipatiof): The optimal Reynolds number is a strong function of the

losses are larger than for the laminar case. In addition the soluti pe ratioy. The larger its value, the smaller the Reynolds num-

by Bejan[6] is also plotted for comparison. er. Shape; with a larger value Qf_can reduce t_he hydraullc_ _
diameter to increase heat transfer without excessive viscous dissi-
pation losses.

Noncircular Cross-Section Tubes The optimal Reynolds number fixes the tube diameter and it

The model is applicable to noncircular cross-section tubedSO fixes the tube length. It can be shown that the ratio of the
Table 1 presents the different cross-sections to be considered. fRECircular tube length to the circular tube length is equal to the
table provides the geometric parameters: perimeter, cro&&lio of the Reynolds number of the noncircular tube to the Rey-
sectional area, and hydraulic diameter. The noncircular solutiof@/dS number of the circular tube. The optimal length ratio is

were compared to the circular solution. The optimal Reynold¥otted in Fig. 4. The rectangleb(a=8) is the shortest and the
circle is the longest.

For the minimum entropy generation, the shape order from
most irreversible to least irreversible is the triangl®9 percent),

(16)

R%pt,circlﬂ art
Reypt
The solution for Eq(15) is shown in Fig. 4 for laminar flow.

10° N — square(105 percent), circle, rectangle/a=2) (93 percent), and
C \ — Laminar 1] rectangle b/a=8) (51 percent). The triangle and square generate

\\ — — Turbulent Y more entropy than the circle. Equati¢tb) is strongly dependent
N - Turbulent: Bejan [6] ,' 1 on the product of the heat transfer correlation coefficient and the

shape ratio. All of the cross-sections accept for the rectangle
(b/a=2) are ordered with respect to the value of the correlation
coefficient. For higher values of the coefficient, less entropy is
generated. The rectangle/@=2) has a high enough perimeter-
to-diameter ratio to reduce the entropy generation below the
circle.

The solution for Eq(15) is shown in Fig. 5 for turbulent flow.
For the optimal Reynolds number, the shape order from highest to
lowest is the circle, squar8 percent), rectangleb(a=2) (83
percent), trianglg77 percent), and rectangld/@=8) (54 per-

R . e cent). The optimal Reynolds number is solely a function of the
107 10" 10° 10" shape ratio. The heat transfer and friction factor coefficients are
ReRe_ the same for all cross-sections. The optimal length ratio is plotted
in Fig. 5. The rectangleb/a=8) is the shortest and the circle is
Fig. 3 Entropy generation for circular cross-section the longest.

S Smin

NN

10°
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[ e L L C,, = correlation coefficient
[ O Re Re s Lo/l 1 C; = correlation coefficient
wr W~ N O 4 f = friction factor
t I 1 ] h = enthalpy, Jkg?!
JF s A ba=2 ” k = thermal conductivity, W m*K?
= ?E L = tube length, m
o r 110 — H
2 06 ——ba=s .. 17 Ns = entropy generation number
;é y e B | Nsmin = entropy generation number
Sp 04T : Ngat = entropy generation number
N ] :
= — b/n =8 Nu = Nusselt number
02 1 ] m = mass flow rate, kgs
o bt AT P p = perimeter, m
' . L P = Pressure, N m?
0.0 0.2 04 0.6 08 L . _
Re Re ;L NN Pr = Prandtl number
opt - opteircle opt optcircle S.min Smin,circle

Re = Reynolds number

Fig. 5 Optimal solutions for turbulent flow Rey = Reynolds number, optimum
q” = heat transfer flux, W m?
s = entropy, JkgtK ™!

For the minimum entropy generation, the shape order fromg _ . . WHEm-1
most irreversible to least irreversible is the circle, squ@&.8 Sgen = €Ntropy generat!on gradient, m
percent), rectangleb(a=2) (98.3 percent), triangl€97.5 per- Sgen = €Ntropy generation rate, WK
cent), and rectangleb(a=_8) (94.1 percent). The entropy ratio is T = temperature, K
only dependent on the shape ratio, but not as strong with respectT,, = wall temperature, K
to the optimal Reynolds number ratio. Q = heat transfer rate, W

X = coordinate, m

Conclusions B .
. ] . . a = correlation exponent
The paper presented the optimal configuration for laminar and = correlation exponent
turbulent flow in a tube with a constant and uniform heat flux for = correlation exponent

a given total heat transfer rate and mass flow rate using the EGM
method. Considering the heat transfer and viscous momentum
transfer entropy generation, the total entropy generation was mini-
mized providing the optimal Reynolds number, hydraulic diam-
eter, and tube length. By the EGM method, the following conclu-
sions were made:

= dynamic viscosity, N s m?

= density, kgm?3

wall shear stress, Nt

= Eq.(7)

= shape ratio: ratio of perimeter to hydraulic diameter

X&?‘otem
Il

 For fixed heat transfer rate and mass flow rate with a constant
heat flux, there is an optimal Reynolds number for laminar and
turbulent flow.
« For the same deviation from optimal Reynolds number iReferences
laminar flow, the increase in entropy generation is smaller for heat1] Bejan, A., 1982, “Second-Law Analysis in Heat Transfer and Thermal De-
dissipation than for viscous dissipation. The same is true for tur- sign,” Adv. Heat Transfer15, pp. 1-58.
bulent flow, but not as pronounced. [2] Bejan, A., 1982 Entropy Generation Through Heat and Fluid FlpWiley,

« In turbulent flow, the optimal Reynolds number is larger for __ New York. o
smaller Prandtl numbers [3] Bejan, A., 1980, “Second Law Analysis in Heat Transfer,” Ener§y, pp.

: . . 721-732.
* The optimal Reynolds number in laminar and turbulent flow [4] Bejan, A., 1978, “General Criterion for Rating Heat-Exchanger Performance,”

scales invc_srsely w_ith the shape ratio. The shape order from highest” |5 3. Heat Mass Transfe21, pp. 655—658.
to lowest is the circle, square, rectangle’g=2), triangle, and  [5] Bejan, A., 1979, “A Study of Entropy Generation in Fundamental Convective
rectangle b/a=8). Heat Transfer,” ASME J. Heat Transfetp1(4), pp. 718-725.

* The minimum entropy generation in laminar flow is strongly [6] Bejan, A., 1988 Advanced Engineering Thermodynamidgley, New York,
dependent on the inverse of the product of heat transfer correla- PP. 594-598. ) ) ) ,
tion coefficient and shape ratio. The shape order from most irre[?] Sahin, A. Z., 1996, “Thermodynamics of Laminar Viscous Flow Through a

versible to | t irreversible is the trianal r ircle. rect Duct Subjected to Constant Heat Flux,” Ener@y,(12), pp. 1179-1187.
ersiole 1o leas eversible IS the trlangle, square, circle, rec 8] Sahin, A. Z., 2002, “Entropy Generation and Pumping Power in a Turbulent

angle p/a=2), and rectanglelfa=8). ) Fluid Flow Through a Smooth Pipe Subjected to Constant Heat Flux,”
» The minimum entropy generation in turbulent flow is depen-  Exergy-an Interational Journa, pp. 314—321.
dent solely on the inverse of the shape ratio. The shape order fron®] Sahin, A. Z., 1998, “Irreversibilities in Various Duct Geometries With Con-
most irreversible to least irreversible is the circle, square, rect- stant Wall Heat Flux and Laminar Flow,” Energ¥3(6), pp. 465-473.
angle p/a=2), triangle, and rectangléo(a=8). [10] Nag, P. K., and Mukherjee, P., 1987, “Thermodynamic Optimization of Con-
« The optimal tube length scales with the optimal Reynolds vective Heat Transfer Through a Duct With Constant Wall Temperature,” Int.
number. The longest to shortest length is the same order as the, J- Heat Mass Transfe80, pp. 401-405.
. ’ . R ﬂ?{] Sahin, A. Z., 2000, “Entropy Generation in Turbulent Liquid Flow Through a
optimal Reynolds n_umber' For the cross-sections co_nS|de_red, the Smooth Duct Subjected to Constant Wall Temperature,” Int. J. Heat Mass
rectangle b/a=8) is the shortest length and the circle is the  Transfer43, pp. 1469-1478.

longest length. [12] Ratts, E. B., and Raut, A., 2003, “Entropy Generation Minimization of Fully-
Developed Internal Convective Flows With Constant Heat Fligdceedings
Nomenclature of 2003 ASME Summer Heat Transfer Confere®&ME, New York.
. [13] Cengel, Y. A., 2003Heat Transfer: A Practical Approact2nd Ed., McGraw-
A. = cross-section area,Zm Hill, New York, p. 437.
D = diameter, m [14] Ozisik, M. N., 1985 Heat Transfer: A Basic Approaghst Ed., McGraw-Hill,
Dy = hydraulic diameter, m New York.
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Discussion: “Self-Organization and Allan D. Kraus
Self-Similarity in Boiling Beachwood, OH, 44122
” ; H The subject paper provides yet another interesting application
SyStemS [L' H. Chal and M. ShOjI, of what has come to be known as constructal theory. However, the
ASME J. Heat Transfer, 124(3)’ paper presents only an application and not a general theory. This
is because, constructal theory or the maximum access principle
pp S507-515 (2002)] deals with self organization in nature in general and the generation

of architecture in flow systems in particular. Moreover, the authors

. cannot claim this theory as their own since the entire foundation
E. Yantovski for constructal theory has been laid down in at least seven papers
Viktoriastr. 81, D-52066, Aachen, Germany or books by Bejan and his coworkeis—7].

Indeed, the application of constructal theory to the boiling phe-
nomenon was considered by Nelson and Béjahon pp. 151—
156 and by Nelson and BejdB]. In addition, Bejar{7] on pp.

169, 174, and 175 also comments on constructal theory with pho-
tographic applications.

There is a great deal of similarity between the subject paper and

A general law, as formulated by the authftd, should be ac- Bejan's work and | feel that Bejan and his coworkers should have
companied by the necessary refereni@s4]. The particular ob- had the benefit of an acknowledgment and a listing of their work
servations were quite different, namely, boiling bubbles formatian the bibliography.
in [1] and heat conduction in electronic package$2h whereas
the formulation of the general law is almost identical, e.g.,

“There is no difference between living and not living systemfReferences
when facing the competltlon_ er obtaining flux from environment. [1] Bejan, A., 1996, “Street Network Theory of Organization in Nature,” J. Adv.
The stronger and more efficient subsystems can get more flux " Transp.,30, pp. 85-107.
from environment and then survivél].” [2] Bejan, A., 1997Advanced Engineering Thermodynami2sd, John Wiley and

B - . e . . Sons, New York, NY.
For a finite-size system to persist in tII’T(ﬁaO llve)' It must [3] Bejan, A., 1997, “Constructal-Theory Network of Conducting Paths for Cool-

evolve in such a way that it provides easier access to the imposed ing a Heat Generating Volume,” Int. J. Heat Mass Transér, pp. 799—816.

[DOI: 10.1115/1.1771713

lobal) currents that flow through 21.” [4] Nelson, Jr., R. A., and Bejan, A., 1998, “Self-Organization of the Internal
(g . ) . L g. @] Flow Geometry in Convective Heat Transfer,” ASME HTD-Vol 356-3, pp.
Figure 8[1] is very similar to Fig. @o) [2]. 149-161.

All the selected examples in the section “Industrial Implica- [5] Nelson, Jr, R. A., and Bejan, A., 1998, “Constructal Optimization of Internal
: » ; i 4 Flow Geometry in Convection,” ASME J. Heat Transf&ég0, pp. 357-364.
tIO_nS ,Of [l_]’ rlvers,_ cities, blood yesgels, andrized flow system, [6] Bejan, A., and Tondeur, D., 1998, “Equipartition, Optimal Allocation, and the
coincide with[4], with the same division of flows by slow and fast Constructal Approach to Predicting Optimization in Nature,” Rev. Gen.
and explanation of tree-like structures.[Ih], reference$15,16] . gh?fm-f?nggblgf’—lso-d S o Endineer Nat@ambrid
are associated with Bard flow only, attributing all the other [ ]uﬁlsg'rsi& e Combridae, Ui o Engimeering fo Nakgambridge
findings to the authorgl].
I think the authord1] would be thanked by the readership if
they would confirm or reject the statements and picturd®-ef,
clearly indicating the difference of their approach. To ignore theslthbseViriato Coelho Vargas
references is incorrect. Universidade Federal do Parana, Departamento de
Engenharia Meazca, Setor de Tecnologia—Caixa Postal
19011, Curitiba, PR 81531-990, Brazil

Ref Chai and Shoj[1] claim to themselves the credit for introduc-
eferences ing a new theory of “self-organized growth processes from small
[1] Chai, L. H., and Shoji, M., 2002 “Self-Organization and Self-Similarity into large caused by interactions among sub-systems”, as they point

Boiling Systems,” J. Heat Trans124, pp. 507-515. out in the Concluding Remarks section of their paper. In the same
[2] Bejan, A. 1997, “Constructal Theory Network of Conducting Paths for Coolsection they also write: “In reality, the present investigation intro-
ing a Heat Generating Volume,” Int. J. Heat. Mass. Trad6(4), pp. 799-816. duced new ideas of exploring the theories of complex systems.

[3] Bejan, A. 1999, “How Nature Takes Shape: Extension of Constructal Theo h ti tiqati t | id | hvsical pict
to Ducts, Rivers, Turbulence, Cracks, Dendrite Crystals, and Special Econofn- € present Investgation not only proviae cléar physical picture,

ics,” Int. J. Therm. Sci.38, pp. 653-663. ut also are based on firm theoretical foundation. The new theory

[4] Bejan, A., 2000Shape and Struture: From Engineering to Naju@ambridge Of complex system presented here significantly wins the advan-

University Press. tage over the traditional theory”. Although the authors have cited
660 / Vol. 126, AUGUST 2004 Copyright © 2004 by ASME Transactions of the ASME
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on the last page of their paper two references from BEfaB], [2] based on macroscopic length scales. The principle that Chai
they did not state that the theory comes from Bejan, and that itasd Shoji[1] invokes is a macroscopic law of flow access maxi-
called constructal theory. mization which Bejan[2] defined as “constructal law” or the
The authors deserve credit for using an existing theory for afpurth law, a principle of global performance, global objective
proaching a problem on boilingnot for the first time, since this under finite space and time constraints. This is why the principle
has been done before by Nelson and B¢ ], and Bejari5]) works, why it is new, why it is overlooked in physics even though
and for developing their own mathematical understanding of it.is known in Darwin’s continuously changing biosphere model:
This work is in fact a contribution to the spreading of the newhere is a global tendency for macro flows to flow more easily if
theoretical concept introduced originally by Adrian Bejan. Howpossible, i.e., if the flow geometry is malleable, changing, mor-
ever, they should not have claimed that they are introducing a n@hing.
theory. In order to derive the statistical theory, the authdrkstated an
assumption: “An open system far from equilibrium always seeks
an optimization process so that the obtained flux J from outside is

References maximal under given prices or constraints”. This, | believe, is not
[1] Chai, L. H., and Shoji, M., 2002, “Self-Organization and Self-Similarity inan assumption, but rather a generic optimization concept if one
Boiling Systems,” ASME J. Heat Transfet24(3), pp. 507-515. ooks into many transport processes occurring in any open and

[2] Nelson, Jr., A., and Bejan, A., 1998, “Constructal Optimization of Internal P H
Flow Geometry in Convection,” ASME J. Heat Transf&20(2), pp. 357—364. nonequilibrium system. Natural flow systems are classic examples

[3] Bejan, A., 1997 Advanced Engineering Thermodynamitgley, New York, fOr open systems. For example, several thousand honey bees form
Chap. 13. swarms in order to regulate the “core” or central temperature,
[4] Nelson, Jr, A., and Bejan, A., 1998}"36”'0@51””3“02 ‘;f the Internal Flowyhich does not exceed 35°C irrespective of cold/hot ambient tem-
Geometry in Convective Heat Transfer,” ASME HTB57(3), pp. 149-161. . . . .
[5] Bejan, A., 2000Shape and Structure, from Engineering to Naf@ambridge p_erature[3,4]. HelanCh[3] 'nveStlgated_a series of sw_arms con-
University Press, Cambridge, UK. sisting of several thousand of bees which control the internal con-
figuration and optimal shape of the swarm such that they have
suitable environment to live. Basak et §] proposed a math-
ematical model based on both thermal and biological sciences
Gianfranco Guerreri where the heat transport process was coupled with the rate of
; : . P : : metabolism within a realistically shaped swarm and their pre-
Dlp_ar_tlment_o (.jl Chimica In_dustr_lale (_a In_gegnerla dicted temperature profiles are in well agreement with Heinrich’s
Chimica, Giulio Natta, Politecnico di Milano, Piazza  [3] gpservations. At higher ambient temperature, the swarm con-
Leonardo da Vinci 32, 20133 Milano, Italy sists of several vertical channel connected with each other like
I refer to the article “Self Organization and Self Similarity intree-branches which are in accord with constructal tree network as
Boiling Systems” by L. H. Chai and M. Shoji published on JourProrosed by Bejari2,5]. Historically, Bejan[2] proposed the
nal of Heat Transfer, June 2002, pp. 515-507 “constructal theory” for devising an efficient cooling system
Constructal theory is repeatedly discussed in many previoB':%lsed on optimal configuration for electronic pa}ckaglng. .
works by Adrian Bejan; take, for example, “Constructal theor No matter whether the transport length scale is macro or micro,

network of conducting paths for cooling a heat generating vo he natural phenomena based on cor_lstructal corgg invari- .
ume” by A. Bejan,Int. J. Heat Mass TransfeNol. 40, No. 4, pp. ant. As seen in the swarm of bees which can be treated as dynamic

799-816, 1997. Chai and Shoji remind in the references of th&yStem 1o persist in timgo live), it evolves in such a way that it

article only one book of A. Bejan: “Advanced Engineering TherProvides easier access to the imposgisbal) currents that flow
modynamics,” Wiley, New York, 1997. through it. The fourth or “constructal law” brings life and time

explicitly into thermodynamics and creates a new bridge between
physics and biology.

Chai and Shoji[1] established the conditions for bifurcation
phenomena and formation of new bubbles which denote new boil-

Tanmay Basak ing modes. The nonideality due to interaction of bubbles was il-
Assistant Professor, Department of Chemical Engineerinigistrated via probability distribution function using Gibbs statisti-
Indian Institute of Technology, Madras, Chennai cal mechanics. Based on potential functi¢iss. 20 and 231]),

600036, India. e-mail: tanmay@iitm.ac.in the condjtions for unstable modes during nonideal phase transition
was derived. The presence of unstable mode corresponds to the

Chai and Shoji1] tried to analyze the boiling systems at &ormation of bubble or new boiling mode. During the phase tran-

microscopic level. Their analysis on microscopic scale attempteiion, an expression of the change in flux is obtainefl1js

to explain the boiling phenomena in presence of nonlinear effects

such as nonuniform site characteristics, bubble generation, growth

and coalescence, nonuniform temperature distribution near the J(ay)—Iay)~Jy(ay)—Iy( @) 1)

heater surface and nonlinear interactions. They obtained the rela-

tionship between the heat fluxJ* and instability parameter &”,

but they failed to establish theoretically the evolution of tree struéx few bubbles corresponding to unstable mode can destabilize

tures(Figs. 5—8[1]) in the second part of the article. and grow to visible bubbles while other bubbles remain damped.
The evolution of self-similar tree structure was first derived bidowever, their mathematical theof¥] cannot explain the natural

Bejan[2] based on a constructal theory, which was developed structures. In order to obtain the tree network, the bubbles are

explain optimal geometric configuration in natural systems. It @ssumed to be rectangular as illustrated in Figs. fil4.8Although

surprising to see that based on mere qualitative arguments, Eig. 4[1] can be explained using symmetry of unstable modes in

current author$l] simply obtained the tree structuréSigs. 5-8 ml subsystems, the two perpendicular subsectidpand (), in

[1]) which are exactly similar to the figures based on first, seconiélig. 5[1] cannot be obtained from their mathematical theldrly

and third constructs as obtained by Bej2n. The following dis- The authorg 1] use the flux relationshigEq. 1) which cannot

cussions highlight some critical issues on the article by Chai apdovide the topological dynamics on optimal system evolution and

Shoji [1]. subsequent tree-branching. Their mathematical th¢biyeven
Chai and Shoj{1] cannot claim that their statistical theory onfails to answer the fundamental questions on evolution of natural

open and nonequilibrium system is new. The paradigm on evoluee structure: What is the optimal concept of the evolution of the

tion of optimal geometric configurations was established by Bejdinst construcFig. 5[1])? Why are the successive branches in the
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tree network perpendicular? What will be the width of consecutivBigne Kjelstrup

tree paths?Figs. 5—8[1])? How many constructal assemblies arfyepartment of Chemistry, Norwegian University of

optimally sufficient to maximize the flu¥eq. 1)? h .
The state-of-the art concept of “constructal theof®] answers Science and Technology, Trondheim, Norway

all the above questions based on evolution of the bigger tree-

network from a smallest tree, a basic construct. BéRjnestab- Dick Bedeaux

lished the tree network based on maximization of heat flux withineiden Institute of Chemistry, Gorlaeus Laboratories,

highly conductive paths in a volumetric domain and these condycgigen University, Leiden, The Netherlands

tive paths form the tree where the geometric detail for each tree ) ] ) ) .

was derived theoretically. To develop a first construct, B§gln ~ The article by Chai and Shojil] appears to claim an original
mathematically established the “rectangular bend” in the firgion-equilibrium statistical theory for self-organized boiling. We
construct where the bend in the high conductivity path divideg/estion both their claims, and also whether the non-equilibrium
equally the maximum temperature difference thereby minimizirgatistical basis of the article is sound. _

the maximum temperature within a body. In perspective, construc-1he authors are citing Bejan, but not the work that is central for
tal theory[2] is a thermodynamically consistent approach whicHeir paper, namely his article of 199Z] or his book[3]. In the
governs the dynamics on system topology via minimizing the rérticle of 1997, Bejan proposes as a new law of nature “That a
sistance along the constructal paths and minimization of entrofifite-size system, in order to persist, must evolve in such a way
generation. Evolution of subsequent “tree-shaped self-similfftat it provides easier access to the imposed global currents that
structure” is viewed as the response of natural systéwing/ flow through it”. Bejan proves that a confined system chooses a
nonliving) based on feed-back from physical principtésermo- tree-like network to ;hannel the heat that is produced at a constant
dynamic laws). rate everywhere inside.

Unlike the “constructal theory[2], the “statistical theoryT1] ~ Chai and Shojj1]take as premise for their work that “an open
proposed by Chai and Shoji failed to prove the evolution on “tregystem far from equilibrium always seeks an optimization pro-
network” and “self-similar structures” during boiling and there-cess, so that the obtained flux from the outside is maximal under
fore discussions on Figs. 58] should be disregarded. Thegiven constraints”. They say, as Bejan does, that “the assumption
originality of their work[2] is the “statistical theory,” neither the May be considered as a kind of thermodynamic law”. They do not
“self-organization” nor the “self-similar structure” and therefore, Prove a resulting geometric structure, they deduce it by qualitative
the article[1] cannot justify the “title.” arguments. The main point we want to make is thus, that the

Before concluding this discussion, | would like to focus oruthors should properly have pointed out that their basic assump-
authors’ “concluding remarks{1] which are not mathematically tion has been formulated by Bejan already.
established, and, hence, should be disregarded. In “academic imThe next issue is whether a nonequilibrium statistical thermo-
plications” section on item 2pp. 513[1]) the authors’ comments: dynamic basis has been given for self-organized boiling. Our an-
“In other word, we mathematically demonstrated that the compléser is no. The state of the system is characterized by the forces
natural occurrence of self-similar structures is realized by fluctu¥-- Given these forces, one obtains a certain fllx@ut, accord-
tions and continuous bifurcations”, should be ignored. In additiof}d to the authors, the flux does not just depend on the foxges,
the statement in item 3: “In other word, the present theory brindsdepends also on the probability distribution of the forpés;).
the time into natural science and provides a bridge between phy#us is an assumption without physical justification. There is no
ics or chemistry and biology”, completely lacks originality. Thisteason why the flux shall, given all the forces, depend on the
is neither established by the authéig nor is this a new theory Probability to have other values of the forces realized. Without
proposed by them. As | mentioned earlier, Heinfidhand Basak this assumption, there is no foundation for Eq. 16, upon which all
et al. [4] already investigated the natural evolution on optimapther results rest.
geometric configurations and subsequently Béjhestablished
the foundation of the optimal natural evolution by “constructah f
concept” where dynamicgliving/nonliving) are correlated with eterences
time. Similarly items 4 and 6academic implications, pp. 513)) [1] Chai, L. H., and Shoji, M., 2002, “Self-Organization and Self-Similarity in

; ; _ Boiling Systems,” ASME J. Heat Transfet24, pp. 507-515.
were already proposed by BEJEZI] and item 5 lacks any theoret [2] Bejan, A., 1997, “Constructal-Theory Network of Conducting Paths for Cool-

ical perception. o o ing a Heat Generating Volume,” Int. J. Heat Mass Trans#ér, pp. 799—816.
The unproven facts on “self-similarity” or “self-organization”  [3] Bejan, A., 2000Shape and Structure, From Engineering to Naf@ambridge
in a microscopic scale by Chai and Shidji] are also highlighted University Press, Cambridge, UK.

in the section: “industrial implication,” which also lack original-

ity (see Bejar2]). Therefore items 1—4pp. 514[1]) are merely

repetitions of statements from Bej&f]. Lastly, the generalized

concluding remarks on “formation of fractal structure and selfdaime Cervantes de Gortari

organization etc.” should also be disregarded. Authors’ philGgNAM Chair Distinguished Professor,

sophical comments on “self-organization” or “self-similarity” are : ; ; ;

not the theme of the articled ] National University of Mexico

In the section of the paper titled “The Formation of Self-

Similar Structures,” the authors describe the essential aspects of
Constructal Theory. However, Professor Adrian Bejan from Duke
University has been working for a long time in putting together

References the ideas and the formalism of this theory—he actually gave it the
[1] Chai, L. H., and Shoji, M., 2002, “Self-Organization and Self-Similarity in@ppropriate name of “Constructal’l], and has analyzed many
Boiling Systems,” ASME J. Heat Transfet24, pp. 507-515. examples in nature and engineering within the framework of this

[2] Bejan, A., 1997, “Constructal-Theory Network of Conducting Paths for Cooltheory, extending it to a variety of situations, with his original
ing a Heat Generating Volume,” Int. J. Heat Mass Trans4€x, pp. 799-816. contributions, most of them nicely described in his bdéﬁ](
[3] Heinrich, B., 1981, “The Mechanism and Energetics of Honeybee Swarm After having reviewed the book written by Professor ijah

Temperature Regulation,” J. Exp. BioB1, pp. 25-55. . . X . .
[4] Basak, T., Rao, K. K., and Bejan, A., 1996, “A Model for Heat Transfer in aand having closely followed his publications during the last de-

Honey Bee Swarm,” Chem. Eng. Sci1, pp. 387—400. cade, | found that the core analysis and synthesis methods of
[5] Bejan, A., 2000, “From Heat Transfer Principles to Shape and Structure ﬁonSt.rUthﬂ Theory are totally baseq on the aUFhOT'S .OWH resefirch
Nature: Constructal Theory,” ASME J. Heat Transf&22, pp. 430—449. experience during many years, previously published in specialized
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journals and books, and supported by many observed facts afdhis, we used very common language in our pdfdr which

results, fully documented in the open literature. The Constructalay be found in many books on self-organization theories and

Theory, established by Bejan, explains how certain basic eleenlinear science theories. These theories were created and gradu-

ments, individually and collectively optimized to form an arrangeally formulated by the contributions of many scientists, such as

ment, are employed to construct more complex natural systerttgyse of Professor Bejan.

within the specific constrains imposed by the physics in every In response to the comments that we have received, the follow-

case. ing sections give our detailed explanations on a few primary fea-
The paper by Chai and Shoji is full of ideas and expressions tfres in our paper that distinguish it from those found in Professor

Constructal Theory that were first contributed and published HBejan’s Constructal Theorj15].

Professor Bejan, especially the discussion about academic and

industrial implications, in the “Concluding Remarks.” Nonlinear Non-Equilibrium Statistical Thermodynam-
ics Perspective
References Let us begin with the “assumption” that appeared in the paper

[1] Bejan, A., 1997, “Constructal-Theory Network of Conducting Paths for Cool[l] in which the authors’ propose from the view of statistical
ing a Heat Generating Volume,” Int. J. Heat Mass Transié4), pp. 799— mechanicg1]. In fact, statistical mechanics shows that the same
816. kind of hypothesis as equilibrium systems is required for describ-

(2] LBJEJSZer ﬁ%‘;ghgg‘fn%?g Se““‘:t“rev From Engineering to Nat@ambridge  jng open non-equilibrium complex systems. More importantly, we

[3] Cervante);—de G(’)rtari, J., %obz, “Shape and Structure, from Engineering %)ta'_ned probability dIStI’I_bL_JtIOI‘l functions by gN'ng_C_onStra'nts
Nature,” by A. Bejan, book review, Int. J. Heat Mass Trans#(7), p. 1583. ranging from one-order driving forces to four-order driving forces,

which was a way of statistical thinking. This assumption is very

common. A similar description can be found in Professor Bejan’s

Constructal Theory15]. Of course, we can also find similar state-

ments in much earlier literatuf@6]. In many books, this idea has

been proposed as common sense, however, general law or math-

Closure to “Discussion of ‘Self-

Organization and Self—SimiIarity ematical formulations has not been available.

. . , Though thermodynamics is a rather old discipline of physics, it

in BOllmg SyStemS [ASME J. Heat is surely not old-fashioned. For the universality of thermodynam-

Transfer 124(3) pp. 507%515 ics, such modern topics as the big bang model, the theory of black
Y ! holes, and the theory of biological or information systems show

(2002)] that thermodynamics is going through a renaissance. Currently,

many scientists are looking for the fourth law of thermodynamics.
1 .2 At present, there are many similar and different descriptions on
L. H. Chai* and M. Shoji possible fourth law. For example, according[&¥] many scien-

In reference to discussions received on our paper, “SeffiSts at the Santa Fe Institute are eager for the appearance of fourth
Organization and Self-Similarity in Boiling Systems,” published@W Or new second law. In our papier], we started our discussion
in the February issue of thipurnal of Heat Transfef1], here, we from driving forces and generalized fluxes borrowed from classi-
would like to summarize our responses to these comments as @l irreversible processes where thermodynamics impression was
as our own understanding of them so that some key differenc@4dent. Furthermore, by assuming the nonlinear relation between

can be understood more explicitly. driving forces and generalized fluxes
During the process of studying boiling heat transfer over the
past few years, we discovered self-organized and cooperative or J= 7;+2_ yixi+z yijxixj—kz; YijkXiXjXk
i 1] 1]

competitive phenomena among sites or bubbles in boiling systems

[2,3]. Based on this discovery, we further developed and formu-

lated the present analysgg]. In whole, the papefrl] deals with + > VijkI XX XX+ A (1)
self-organized and self-similar phenomena in boiling systems and ijkl

other open dissipative systems, which are based mainly on stafigs could deduce that our analysis was a kind of nonlinear non-
tical thermodynamics analyses, and, to our best knowledge, ilibrium thermodynamics.

Constructal Theory originated by Professor Bejan. With this in

mind, there is no pOint to debate whether or not we have |nexph7erspectlve Of Renormallzatlon Group Transformatlon
cably misrepresented Constructal Theory as our own. Since ‘(F?GT)

beginning of 1995, we have shown an interest in self-organization

theory and nonlinear sciences thed®j. However, many excel- With the constant victories of exploring the ultimate structure

) . . : . . of matter from the process of molecules to atoms, atoms to elec-

lent literatures in this field4—14), including Professor Bejan’s . -

textbook[15], played an important role on the primary ideas ot{ons and nuclei, to nucleons, to elementa_ry particles, and to
quarks, another mainstream of modern physics has been concen-

this papef1]. In fact, in August 2000, when we began to write ou : .
paper[1], we developed a good understanding of Professor B(%ated on the understanding of structural organization of complex
i

jan’s Constructal Theory. Surprisingly, we found that our fing .y?]tgg]s, which are more often encountered in our common expe-
results and conclusions were in good agreement with results fr orﬁplex systems represent hierarchies, i.e., increasing com-
\I/Dvgegisfr%rrea??;nngztsrtlrjﬁtc?él-Tﬁgz E;/glr;] ethgilrigirarmijr: dr:;tr?iijexity. This means that they can be divided into different levels,
examples were surely inevitable Mos%of the comments that ch representing a subsystem, which consists of relatively uni-
P y : \?/ rm elements that interact in some way with each other. These

received have paid much attention to the language and not : : .
content of our papefl], however, the content is surely more teractions may be responsible for autonomous pattern formation

important. As non-native English speakers, we learned Engli any given hierarchical level. The higher subsystems in the hi-
from different literature and excellent English textbooks. Becau archy provide control over the processes of pattem formation at

e lower sub-ordinary levels. The curiosity on the nature of in-
T ) ) o o ~__ _creasing complexity has provided an incentive for numerous in-
School of Environmental Science and Engineering, Tianjin University, T'a”“Q/estigations over past decades. A substantial number of such ef-
300072, China; e-mail: shoji@photon.t.u-tokyo.ac.jp § . . .
Department of Mechanical Engineering, The University of Tokyo, Hongo 7-3-f0rts have been devoted to understanding and modeling it. A

Bunkyo-ku, Tokyo 113-8656, Japan; e-mail: shoji@photon.t.u-tokyo.ac.jp plethora of investigations are available in the literature. For ex-
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ample, in chemistry, we may find a lot of these investigatidt§. and it is by feedback effect that the ordered network can be con-
Renormalization Group theory, as a typical method of analyzirgjructed. The dominant subsystems must satisfy two conditions.
increasing complexity, was originated by K. Wilson and has bedirstly, they need to get enough flux from the environment to
developed gradually over past deca@&2)]. destabilize them. In this case, new modes will be formed and
Our paper{1] deals with more general problems, mainly conmore flux will be consumed. Secondly, the maintaining of this
structing the fractal networks from Scale Transformation theory imlew mode, i.e., the maintaining of the ordered structure, will need
statistical mechanics, especially Renormalization Group theampore flux from environment. Actually, according to the above
[12], and is not based on any specific example. It is our logictieory, tree-like network means that by competition and natural
conclusion that the present method is very general. By the fact@election this new mode will indeed get most of the flux from the
group or parameters group transformations at different hierarchesvironment.
or scales: As for Figs. 4—8 in pap€drl], we can only say that it is possible
that we received some hints from Bejan's bddk]. The senior
Kn=RTG(Kp-1) @ author has developed the idea of describing dynamics processes
This method is a kind of typical geometric analysis in statisticdly using this type of figure over a period of time, and it cannot be
perspective. attributed to a single source. It seems very natural to keep in mind
According to Renormalization Group thedr2], there are two the processes of Renormalization Group TransformatRGT).
directions for analyzing complex systems: zoom-in and zoom-oore importantly, our figures differ greatly from Professor Be-
Considering the growth processes, the present andlg$imas jan's figures[15]: For instance, in Professor Bejan’s figufés],
based on zoom-out, that is, from small scale to large scale. We dhare are only two or three types of lattices dealing with only two
derive the fractal structure in following way for two-dimensionabr three types of sub-systems or factors. However, in our figures,

problems, we deal with real complex systems, which include amounts of
sub-systems. So, in our figures, we draw many lattices indicated

Q, ~ Jun(@1) ~ Jun(az) by many specific symbols dealing with enormous factors. Even

Q-1 Jun-nla) =Iyn-n(az) though at first glance our figures are similar to Professor Bejan’s

figures[15], they reflect completely different physical means. Pro-
fessor Bejan's figurefl5] deal with solid geometry, whereas our
figures stand for geometry in a statistical view, which were indi-
cated by lots of symbols in our figures. Moreover, these symbols
Or for three-dimensional problems, have specific statistical representing means. In conclusion, our
figures differ from Professor Bejan's figur€s5] both in much-

hnlﬁ I (2-p)
R

= > =
h(nfl)l(n—l) (n—1)

Q0 Jun(@r) ~Jun(a@2) detailed configurations and in physical means.
Q(n—l) Ju(n—l)(al)_Ju(n—l)(az)
hI3 RTEN! Conclusions
= . == } (3b) In conclusion, our papdr ] is making a renewed effort to de-
hin-plin-y Lo velop the theories of complex systems from statistical mechanics.

y paying more attention to understanding the processes of non-
quilibrium phase change, the present investigations analyzed the
thsics of fractal structure and the mechanism of dissipative
Sructure from statistical mechanics and renormalization perspec-

Depending on actual conditions, as a specific parameter rangin
from O to 1, reflects the effects of the system’s internal config
rations and environment on dynamics fractal structure of evol
tional complex system. System adaptation to environment

: g tives. Of course, many results in our pap&tagree well with the
highly exhibited. results derived by using Professor Bejan’s Constructal Theory
Other Related Problems [15], which demonstrated the unifications of natural laws. Accord-

ing to the history of any scientific developments, whether our
aper lives in the large umbrella of Constructal Theory, or

mon sens_e[_18]. Modern sciences are trying to repair the g hether it is only a supplement to Constructal Theory will have to
between living science and non-living sciend@]. Indeed, the wait the test of fime

present analysisl | shows that same principle could be applied for

any open dissipative systems, whether they are living or non-
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The following captions should read:

Fig. 2 Numerically predicted contour plots of temperature (at
left in °C) and stream function (right) for (a) case E1 and (b)
case E2

Fig. 3 Axial variation of the predicted polymer temperature (at

r=0) and the furnace wall temperature for cases E1 (Vs
=10cm/s) and E2 (V=20 cm/s)

Fig. 4 Axial variation of the radiative and convective heat flux
experienced at the polymer’s surface for case E1

Fig. 5 Numerically predicted and experimentally measured
free surface shapes for case E1. (The initial guess is shown for
comparison. )

Fig. 6 Effect of preform feed speed on the predicted (solid
line) and measured (symbols) free surface shapes

Fig. 8 Effect of the furnace wall temperature on the predicted
and measured draw force (D=25.4 mm, V=10 cm/s, v,

=25 pum/s)

Fig. 9 Effect of upstream heating (U,) on the predicted free

surface shape. A comparison between the results for U,

=0W/m?K (solid line) and U,=30W/m?K (dashed line) is

shown.
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